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Preface

This volume contains contributions on selected topics of artificial intelligence.
The following topics are represented in this volume:

-~ Self organizing maps,
-  Graph matching and pattern recognition,
—  Computer security.

In each area, the contributions of this volume are related with development
of algorithms and applications.

Self organizing maps (SOM) is a growing are of applications of artificial
intelligence. SOM is a special type of artificial neural networks that is usually
trained using unsupervised machine learning methods and represents the
complex input data as a low dimensional (usually, two-dimensional) picture.
This picture corresponds to the “map” of this data. This volume contains
several papers on various applications of SOM with wide spectrum of used
algorithms: genome analysis, demographic studies, exporting, construction of
electoral units, and volcanic domain.

Pattern recognition is a traditional area of artificial intelligence, usually,
but not necessarily, related to image processing. It can be viewed as
classification problem based on former knowledge obtained from known
patterns. At the modern stage, this knowledge is often obtained using
statistical or machine learning methods. Graph matching can be viewed as a
specific task in pattern recognition, namely, what graphs can be considered
similar, and to what extent. The problem of graph matching is notable for its
high complexity. The papers in this volume present both graph matching
algorithms and pattern recognition algorithms. In the latter case, images are
used as the data for processing.

Another important topic of artificial intelligence is computer security. The
papers in this volume are dealing with intrusion detection techniques, as well
as with more philosophical vision of security as self-healing and self-repairing.

The papers were carefully selected by the international editorial board of
the volume, separately for each area, on the basis of thorough reviewing
process.

I am sure that these papers will be of interest for the specialists in the
corresponding areas, as well as for researchers in other areas of artificial
intelligence and for general public interested in the theme.

I would like to express many thanks to Sulema Torres-Ramos for her
invaluable help in preparation of this volume.

Grigori Sidorov
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Dimer Patterns in Database of Viral Genomes:
An Analysis with GHSOM

Ernesto Bautista-Thompson', Gustavo Verduzco-Reyes',
and Luis De la Cruz-De la Cruz?
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Abstract. An analysis about the dimer patterns in a database of 150
genomes of viruses from sixteen taxonomic families was developed with
the technique Growing Hierarchical Self-Organized Map (GHSOM), the
GHSOM neural network allows the hierarchical clustering of the viruses
by their similarity features in our case dimers [requencies. The clusters
generated shows certain degree of correspondence with the taxonomic
families but a sharp differentiation was not observed. In the case of the
Retroviridae family was observed a strong dispersion of their members
between different clusters, reflecting diversity in the frequencies of their
dimers. Some families are characterized by specific dimers such as: AA,
AT, TA, and TT, as the case of the Poxviridae family.

Keywords: Dimer Patterns, Virus Genome, GHSOM.

1 Introduction

Studies of nucleotide sequences from DNA are of interest because the insight
that they can provide about the evolutionary processes of species [1]. In
particular, the study of dimer sequences is of interest due to the hypothesis
that exists a relation between dimer statistical distribution and the basic
conditions for DNA physicochemical stability [2, 3], and also because is
possible that dimer distribution is related with a genetic signature useful for
phylogenetic and taxonomic classification of species based on a underlying
level of information not present in trinucleotide sequences (codons) that are
known to carry on the coding information in DNA [4].

Different studies are reported in scientific publications about the
application of clustering techniques for the analysis of genomic sequences in

© G. Sidorov (Ed)
Advances in Artificial Intelligence: Algorithms and Applications
Research in Computing Science 40, 2008, pp. 3-12
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gene expression studies, comparison of interspecies characteristics, DNA clone
classification. analysis of coding and non coding regions in DNA, focused on
DNA from bacteria, plants and animals [5, 6, 7, 8|, but few studies were found
about analysis and search of similarity patterns on viral genomes [4, 9].

In order to search and identified similarity patterns between the viral
genomes at the dimer level, we applied the neural network: Growing
Hierarchical Self Organized Maps (GHSOM) for the clustering task. We are
interested in exploring different machine learning approaches such as GHSOM
for the fusion of data from multiple features and origins in order to extract
knowledge in genomic databases, and this work is part of such effort.

In section 2, we briefly present the taxonomic information about the
database of viruses under study. In section 3, we describe the experimental
methodology and the results of the search of dimer patterns with GSHOM.
Finally, in section 4 we present the discussion of this work.

2 Taxonomic Features and Database of Viral Genomes

Viruses are one of the most primitive biological forms on earth, although there
is a controversy about if they are living forms or not. They are believed to
had been components of cells that became autonomous, in fact some virus are
similar to portions of DNA sequences of genes, another hypothesis is that
viruses evolved from unicellular organism [10]. There are a well known
taxonomic classification of viruses based on the type of organization of viral
genome, the strategy of viral replication and the structure of the virion [10,
11], but the explosion of taxonomic information available in public data bases
thanks to the application of Information Technologies and the sequencing of
virus genomes [11, 12, has complicated the analysis of the information and
the discovery of new knowledge inside these databases. The application of
techniques such as GHSOM for the dual task of clustering and visualization of
the results, allows the identification of patterns of interest from the sets of
features contained in genomic databases.

The set of viruses under study are representative of different taxonomic
families (sixteen families in this study) and sources of different common and
non common human and non human diseases [10, 12], see Table 1. We select
randomly 150 virus genomes with different features, virus of DNA and RNA,
highly aggressive virus as the Zaire Ebolavirus, virus that produce not very
dangerous diseases as the Rhinovirus B and Coronavirus. The size of the
genomes is also very variable; there are genomes of less than 5,000 bp like the
Parvovirus 4 and genomes around 130,000 bp like the Herpesvirus 1 and
Herpesvirus 4. All the genomic sequences were taken from the GenBank
through the Entrez Documental Retrieval System [11, 13|, and loaded inside a
database that was built for the management of the collected data and the
dimer frequencies data to be generated.
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3 GHSOM and Dimer Patterns

Our feature space was the dimers frequencies for each viral genome. The
sixteen dimer combinations based on the four bases that form the genomic
code are: AA, AC, AG, AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC,
TG, and TT. In order to be able to compare among different genomes it was
necessary to convert the frequencies to percentages, since the genomes are of
different size, so each dimer frequency was normalized by the total number of
dimers of the corresponding genome. With the frequency data we built an
intensity table, in which each row corresponds to a certain virus genome and
the columns to the percentage of frequency of each dimer in the genome. This
table is then used as input for the GHSOM technique; we apply the GHSOM
Toolbox for MatLab® [14] for the generation of the maps. The Table 2 shows
examples of the normalized frequency data for some viruses.

Table 1. Examples of different taxonomic features of the viruses under study.

Virus Family Molccule  Topology Capsid  Envelope
B a:cnovirus Adenoviridae dsDNA Lincar Icosahedral No
Uukuniemi virus Bunyaviridae ~ nssRNA Linear Helical Yes
Sapporo virus Caliciviridae pssRNA Linear Icosahedral No
SARS coronavirus  Coronaviridae ~ pssRNA Linear Helical Yes
Sudan ebolavirus Filoviridae nssRNA Linear Helical Yes

Dengue virus type Flaviviidoe  pssRNA  Linear  Icosahedral Yes

Hepatitis B virus ~ Hepadnaviridae = dsDNA  Circular  Icosahedral Yes
Human herpesvirus

) Herpesviridae ~ dsDNA Linecar Icosahedral Yes
Measles virus ~ Paramyxoviridae nssRNA Linear Helical Yes
Human ' .
papillomavirus - 1 Papovaviridae =~ dsDNA  Circular  Icosahedral No
Parvovirus H1 Parvoviridae ssDNA Linear  Icosahedral No

Foot-and-mouth

. : Picomaviridae =~ pssRNA Linear Icosahedral No
disease virus A

Variola virus Poxviridae dsDNA Linear Icosahedral Yes
Human

immunodeficiency  Retroviridae pssRNA Linear Helical Yes
virus |

Rubella virus Togaviridae pssRNA Linear  Icosahedral Yes
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Table 2. Examples of normalized frequency values used to build the intensity table.

AA AC AG AT VIRUS
5.23 6.11 4.79 5.36 HEPATITISB
2.54 6.15 3.99 2.59 HERPES1
4.08 5.89 6.55 3.72 HERPES4
4.54 7.29 4.71 3.81 HERPESS
2.19 5.92 3.91 2.29 HERPES2
9.91 6.15 5.59 7.66 HERPESG6
13.24 5.81 5.45 9.47 HERPES7
8.05 6.8 4.7 7.6 HERPES3
5.68 6.88 6.31 4.89 HERPESS
7.71 6.38 6.46 6.02 ADENOB
7.74 6.61 5.66 4.73 ADENOF
5.11 6.5 6.33 4.13 ADENOE
5.88 6.46 6.46 4.55 ADENOD

11.98 5.45 6.3 9.47 HEMORRHAGICENT

The Growing Hierarchical Self Organizing Map (GHSOM) is an unsupervised
clustering technique that allows the generation of hierarchies of clusters based
on the similarity of the input data, the basis of this map is the SOM neural
network that exploits the non supervised competitive learning, the algorithm
generates a mapping that preserves the space topology of greater dimension in
the space of the neuron units. The neuron units form a two-dimensional grid
then a mapping from n-dimension to 2-dimension is generated. The property
of topological preservation means that a SOM groups sets of vectors with
similar information in neighbor neural units. A SOM network is able to
generalize, in this way new information can be added and integrated to the
map, also it is able to work with incomplete data inside the vectors [15]. The
GHSOM is a variant from the SOM neural network where a hierarchy of
multiple layers of SOM neural networks are generated (see Figure 1), each
unit of the SOM can generated a new SOM network based on a dissimilarity
threshold (quantization error), in this way a hierarchy of similarity clusters is
created, the deepness of the hierarchy shows the non uniformity that can be
expected from real world data sets [16]. There are other clustering techniques
such as K-Nearest Neighbors, Multidimensional Scaling Analysis, Principal
Component Analysis, etc. [17], but they are not able to generate a hierarchy
of clusters, generalize (preserve the clusters when new information is added),
and to work with incomplete input datasets; these features of the GHSOM
technique were the factors for its choice as an analytical and visualization tool
for the present study.
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Fig. 1. Hierarchical generation of SOM layers inside a GHSOM neural network, when
a new object represented by a node is dissimilar (quantization error) to its
neighborhood a new layer is generated through this node, so a new cluster is created.

Instead of associate the specific name of the virus with its corresponding set
of dimer frequency data, we associate such data with its corresponding
taxonomic family. The generated GHSOM map was analyzed in order to
identify global similarities between families of virus; the map shows a
similarity hierarchy based on the contributions of the frequency values for the
different dimers. Complementary maps were generated that shows in a grey
scale the weight of each dimer for different regions inside the GHSOM map.
The Table 3 shows the correspondence between the tags in the map, the
associated virus family, and the number of virus for each family.

In the GHSOM map (see Figure 2), in general the similarity clusters to
which the viruses belongs are in correspondence with the associated taxonomic
families (grouping of the different viruses by their corresponding families), but
some families presents a strong dispersion of its members: Picornaviridae (tag
13) and Retroviridae (tag 14) families, this shows that differences at the dimer
feature level are greater for members of these families, in particular the
immunodeficiency viruses belong to the Retroviridae family (see Table 1) and
they are known to have a high rate of mutation so their genomic sequences
are very variable [10, 18]. Some families have a strong localization of its
members: Paramixoviridae (tag 8), Flaviviridae (tag 12) and Togaviridae (tag
15). This is indicative of a strong similarity between the genome of its
members at the dimer level.
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Table 3. Associated tags for the interpretation of the GHSOM map.

Family Tag I:;';‘:rlﬁ:
Adenoviridae 1 7
Hepadnaviridae 2 1
Herpesviridae 3 8
Papovaviridae 4 1
Poxviridae 5 7
Bunyaviridae 6 1
Filoviridae 7 4
Paramyxoviridae 8 18
Rhabdoviridae 9 7
Caliciviridae 10 6
Coronaviridae 11 6
Flaviviridae 12 25
Picornaviridae 13 15
Retroviridae 14 23
Togaviridae 15 15
Parvoviridae 16 6

At the first level of the hierarchy that corresponds to the main four
similarity cluster of the GHSOM map, the union of different families can be
observed, some examples are in the lower right region of the map:
Rhabdoviridae (tag 9), Caliciviridae (tag 10), Flaviviridae (tag 12),
Togaviridae (tag 15), and some elements from the Retroviridae family (tag
14). In the lower left region of the map: Poxviridae (tag 5), some elements
from the Paramyxoviridae family (tag 8), Coronaviridae (tag 11), and some
elements from the Picornaviridae family (tag 13). In the upper left region of
the map: Filoviridae (tag 7), Paramyxoviridae (tag 8), and the Parvoviridae
family (tag 16). Then, we observed that at the dimer level new similarities
between members of different families can be identified with this analysis.
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Fig. 2. Hierarchical Map showing the similarity at the taxonomic families level

between different viral genomes, where such similarity is based on the dimers
frequencies for each genome.

The Figure 3, shows a series of maps that corresponds to the different
dimers, each map visualize the weight of a dimer for specific regions inside the
GHSOM map, white regions means a strong contribution of the dimer for the
elements inside such regions and black regions means a weak contribution of
the dimer for the elements inside these regions. The map for the dimer AA
shows a white region that corresponds to viruses that belongs to the
Poxviridae family, this family is highly localized in the GHSOM map, then the
high frequency of occurrence of the dimer characterize to this family. The
same case occurs for the dimers AT, TA and TT, so these four dimers have a
strong presence in this family of virus.

Another interesting case corresponds to the maps for the dimers: CC, CG,
and GC; they show a strong contribution for the viruses grouped on the upper
right region inside the GHSOM map.

In the cases of the maps for the dimers: AT, TA, and TT; they have a
weak and uniform contribution for the virus grouped in the right side of the
GHSOM map, in contrast the maps of the dimers: CC, CG, and GC; show

that they have a strong contribution for the same virus grouped in the right
side of the GHSOM map.
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Fig. 3. Maps based on dimer weight, each map shows the contribution of each dimer
frequency to the similarity on the corresponding viral genomes associated to each of
the regions inside the GHSOM map, the white color corresponds to a strong
contribution of the dimer in a specific region and the black color corresponds to a weak

contribution of the dimer in a specific region.

4 Discussion

An analysis with the GHSOM technique was developed in order to identify at
the dimer frequency level hierarchies of similarity patterns for viruses from
different taxonomic families. At the dimer level certain degree of
correspondence  with taxonomic families was conserved, but a sharp
differentiation by families was not observed. An interesting case was the
Retroviridae family (which includes the immunodeficiency virus: HIV, SIV,
FIV) the members of this family showed a strong dispersion between different
clusters reflecting a diversity in the dimer frequency distribution for their
genomes. With this analysis was possible to identify similarities between
viruses from different families, for example: Filoviridae (tag 7),
Paramyxoviridae (tag 8), and the Parvoviridae family (tag 16), where the
Filoviridae family has some of the most lethal virus for the human being
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(Ebola virus). From the analysis of the dimer contribution to the similarity
between the viruses, it was observed that some dimers characterize strongly
some families; this was the case of the dimers AA, AT, TA, and TT with the
members of the Poxviridae family. The analysis of biological information with
clustering techniques such as the GHSOM among others, at the dimer level
and its connection with biological knowledge at upper levels such as the
taxonomic classification can be a useful tool for the understanding of relations
between multiple levels, for example: genomic (1D-structure) and
morphological (3D-structure) by combining features from both levels and
using techniques such as GHSOM for the identification of patterns of interest.
In our case, more research is on the way in order to increment the quantity
and detail of the biological data to be integrated from the genomes under
study and the exploration and development of techniques for the analysis and
visualization of data from genomic databases.

Acknowledgments. The first author thanks the financial support from

PROMEP-SEP under the project of generation and application of knowledge
UNACAR-PTC-085.
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The use of Weighted Metric SOM Algorithm
as a Visualization Tool for Demographic Studies

Elio Villasefior, Humberto Carrillo, Nieves Martinez de la Escalera,
and Valeria Millén

UNAM, Mexico City, Mexico

Abstract. Unsupervised neural networks provide a useful resource for
exploratory data analysis. Here. we present an application of the SOM
with weighted metric as an automatic tool to explore a large base of
digital data of information about the student population of the National
Autonomous University of Mexico,in order to look for gender differences
impress in the academic performance. Our study proves the usefulness
of this technique to visually analyze the performance and academic
paths of several courts of students.

1 Introduction

Finding interesting structures and novel relations hidden in vast multidimen-
sional data sets, be they textual documents, experimental data, or statistic
information, is difficult and time-consuming. For these data mining tasks, in-
formation visualization techniques are valuable to display and analyze the dis-
covered knowledge and therefore has become a topic of significant development
and research.

The use of neural networks have proved to be useful in the data mining and
knowledge discovery processes [1]. They are particularly valuable for the auto-
matic generation of knowledge maps, that compactly convey information and
are easy to analyze. By means of a “self-organizing” procedure, unsupervised
neural networks based on mathematical algorithms, are capable of automati-
cally explore large data bases. These necural networks are effective, not only
to discover the structure of the data set, but also to reveal these patterns in a
well organized knowledge map. This process involves two fundamental tasks:
(i) the classification and cluster analysis; (ii) the geometric projection from the
multidimensional space of data towards a two dimensional map.

The Self-Organizing Maps (SOM) algorithms [2] constitute a family of neural
networks models that are widely used for exploratory data analysis and clas-
sification and clustering tasks. These algorithms due their popularity to the
following facts: (i) by the use of reference vectors they allow an easy coding
of multidimensional data that can be projected into a plane map by means of

‘© G. Sidorov (Ed.)
Advances in Artificial Intelligence: Algorithms and Applications
Research in Computing Science 40, 2008, pp. 13-25
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a topology preserving transformation of the multidimensional space; (ii) super-
vised training is not required and (iii) the high performance of the algorithms
allow the treatment of large databases.

During the unsupervised training of the SOM algorithm the neural net-
work recognizes the structure of the data set. The following face of the process
involves a visualization technique to generate a knowledge map over the two
dimensional array of necurons.

The use of a weighted metric play an important role to obtain a visually ad-
cquate representation of the information and knowledge contained in the map.
In this paper we discuss and illustrate, in the context of demographic study,
the usefulness of a variable scaling technique. In this application the use of a
weighted metric introduces a competition criteria that incorporates a hierarchi-
cal order of the variables that constitute the multidimensional data space.

In this work we present an investigation using a SOM algorithm with the
ding gender differences in the academic performance of students

purpose of fin
dad Nacional Autonoma de México (UNAM).

in the Universi

2 A SOM Based Visualization Technique

A Basic SOM is a training neural network model that consider a two dimen-
sional regular processing grid of neurons N, with a set of reference vectors
(synaptic weights) W = {wy}nen such that W C X. Where (X,d) is a n~
dimensional metric space. For each n € N, its reference vector has the form
Wy = (¢?,¢3, -3 ). If we consider a data set X C X, at the end of the SOM

training process, it is defined a projection mapping of the form:
p: X =N, (1)

given by the condition
d(z,wy(z)) = min{d(z,wn)}.

The main property of 1 is named "topology preserving", i.e. if z,y € X are
close in X then ¢(z) and ¢(y) are close in N. Topology preserving maps, were
originally created as a visualization tool; enabling the representation of high-
dimensional data sets onto two-dimensional maps and facilitating the human
expert the interpretation of data [3].

A SOM-based data visualization method consist in a coloring of the cells in
the two dimensional SOM’s grid N. One example is the U-matrix. For each
n € N consider Uy a neighborhood of 7 and the average distance u,, between
the reference vector w, and the reference vectors of the neurons in Uy:

- z lwy = wy. (2)

Up =
#Un velU,

Where #U,, is the cardinality of the neighborhood. In the U-matrix method, uy,
is used as a measure of accumulation of similar data. Assuming the topology pre-
serving property, the information given by the projections of the {u,},ear over
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the grid A, provides insight. about. similarity. relations present. in. data.. For.the
visualization of this projection is used a bijection ¥ among [min{u,}nen,
max{uy}nen] and a monochromatic (e.g. gray-scale) color bar. For each 7 € N,
its color is given by 9(uy).

Although, the information that gives the U-matrix concerns only to the
clusters structure present in the data but does not give information about the
correlations between data variables. By studying this correlations it is possible
to find out causality rclations among data components. One technique that is
useful to find correlations between variables is called Component Planes.

For each component, consider its values {¢} }nen on the the grid, the {x —
Plane is a coloring given for a bijection Y% between the interval [min,ear{¢Z},
maXnen {CZ}] and a chromatic color bar. Therefore each variable Cx of the data set
is projected using a coloring € — Plane. The comparison of two distinct component
planes is useful for finding correlations of corresponding variables. Correlations
between component pairs are reveled as similar patterns in identical positions

of the component planes. Pattern matching is something that the human eye is

very good at..[]. In the section of computational results these kind of analysis
are presented.

3  Weighted Metric in the Multidimensional Space

The quantitative and qualitative information contained in the input data set has
to be mathematically modelled in order to automatically explore the database.
For this, each individual data is represented by a vector in an abstract multi-
dimensional space. To analyze the structure of the row data set the use of a
metric is in order. Typically the standard Euclidean (homogeneous) metric is
used, however in certain applications it is convenient to consider an alternative
metric in the row data set. The use of weighted metrics is a convenient resource
to incorporate an element of competition during the training process, among the
variables that represent the data in the space R™. Accordingly, the associated
weights, pondering the relative relevance of the individual variables, establish a
hierarchy in the multidimensional space.

A weighted metric is a function d : R® x R* — R. For each z,y € R™ with
components z = (z1,...,Z,) and y = (y1,..., ¥n) the weighted distance between
z and y is given by

d(z,y) = 2| Y _(wi(zi — w))?,
k=1

where w = (wy, ..., wp) is the vector of weights associated to each dimension.
The use of a weighted metric affects the induced projection, ¢, from the row
data set, X C R", to the two dimensional neural grid, N. The way in which
the global ordering of the points in X projects over the A grid is determined
principally by those components with heavier weights meanwhile the more local
relations of similarity of the data are ordered in A by those components with
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lighter weights. Thus the training might differentiate first regions that corre-
spond to the variables with the heavier weights and a further differentiation of
these regions will subdivide them in subregions determined during the training
by the variables with lighter weights.

In the following section, we illustrate the application of the SOM algorithm
with a weighted metric in the frame of a demographic study of five student co-
horts (39,893 students) of the UNAM. In this study each student is represented
by a 28-dimensional vector, according to the order of magnitude of the asso-
ciated weights to each of the vector components, are divided in three classes.
One of the vector components is the variable sex to which, due to the purposes
of our investigation, we have assigned the largest weight (2). The effect of this
weighted metric in the projection map is the identification of two clearly sepa~
rated gender regions (figure 2(a)). We point out how, inside these two regions,
the neural net finds difference patterns, for each gender, associated to the 20
variables that measure the career-progress percentage of the students; a weight
of 0.1 was applied to these variables. Using these twenty components we cal-
culate a new discrete variable of the data vector that constitutes an indicator
of each student’s final status on finishing her or his studies: Normative Grad-
uation, Deadline Graduation, Terminal Graduation and Dropout; a weight of
0 was applied to this variable. The next component correspond to the area of
knowledge in which the career selected by the students is classified: Physics,
Mathematics and Engineering, Biological and Health Sciences, Social Sciences
and Arts and Humanities; this variable was weighted by 0.01. Finally the five
following components contain the information on the quantified categorical vari-
ables, which, in our investigation, constitute the presumed achievement factors:
marital status, children, job, the mother’s academic background, whether the
student’s family owns a car or not, etc. We give this variables a weight of 0.01.

4 Practical Application: A gender study of stu-
dent population of UNAM

As shown in figure 1, during the1980-2005 period the UNAM student population
became stable with approximately 140,000 students. However, during the last
25 years there has been an important change in the sex ratio. In 1980, the male
population was twice as large as the female population. From then on, the female
population has increased notoriously, while male population has decreased at
the same rate. Because of this sustained trend, in 1994 the two populations
became equal with values around 70,000 until 1999. During this time a strike
that lasted almost a year paralyzed the Institution and made enrollment of a
whole generation impossible, which resulted in a momentary reduction of the
population. After this numerical fall, both populations have recovered, reaching
figures similar to those before the strike, where an interesting phenomenon can
- be observed: the recovering rate of female population notably overcomes that
of the male. From the year 2000, this sex ratio has kept up the disparity, and
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Figure 1. Dinamics of students population at. UNAM.

in 2005, male population reached around 73,000, which was overcome by the
female population of 80,000. If we calculate the change of these two population
during the 1980-2005 period, there is a decrease in male population of over 25%
and a growth of female population in more than 40%.

This behavior, [5] show: “Different gender social values and cultural norms
based on masculine and feminine identity and specificity, as well as inequity
conditions between the sexes are matters built and socially reproduced in dif-
ferent ways and in a dynamic manner”. This phenomenon of substituting the
male space by the feminine one should be studied because it is not the result of
any special institutional effort to support this sector.

In a recent comparative study [6], about college education and gender in
Latin America and the Caribbean, ‘feminine’ and ‘masculine’ careers are iden-
tified and typically associated to social roles and gender. These roles affect
individual decisions and may create cultural barriers preventing an equal enroll-
ment in higher levels as well as in the job market. As stated in a (7] study on
Education in the XXI Century: “teaching and education are a source of social
segregation according to gender, to the extent that the selection of professional
and career paths are usually made before entering the job market”.

In some articles, the UNAM case has been given particular importance. In
the study (8] coordinated by the Programa Universitario de Estudios de Género
(PUEG) entitled “The Presence of Men and Women in the UNAM: an X ray”
gives a panoramic view of differences between women and men in three sectors
of the UNAM: students, academicians, and administrative staff. Among the
first results for the student population, the existence of careers that may be
classified as typically masculine or feminine was validated. The evolution of
gender predominance and detected variations tending to feminization is also
analyzed. Besides, a more favorable positioning of women regarding the speed
of curricular progress, higher averages and higher subject approval is noted.
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In another gender study, social background and performance in the UNAM,
[9] analyzes an enrollment cohort in 1997 and shows a consistent correlation
between school performance and social factors. It can be concluded from the
study that those differences noted regarding performance in individuals cannot
be understood only as a product of innate skills but also as a product of other
advantages and disadvantages which have an accumulative effect, among which
the gender factor plays a complex role. In this study the importance of ‘double
shift’ is also analyzed, the combination of study and work (generally males with
salaries and women doing unpaid housework), and even in this scenario a better
female academic performance and profit has being shown.

The database compiled for the analysis was obtained from two complemen-
tary sources: the academic record and questionnaires answered by candidates to
the institution (Encuesta de Aspirantes de ingreso a licenciatura por concurso
de seleccién y pase reglamentado). We discarded all those students who did
not answer the questionnaire or did not answer one of the questions regarding
our study. The consolidated sample has a total of 39,893 students which repre-
sents 59.2% of the population from the five studied cohorts. We analyzed the
progress of these five cohorts for 20 semesters (most of the careers are planned
for 10 semesters). After 20 semesters very few students finish their careers. In
this experiment we get the same conclusions of the mentioned works by visually
analyze the component maps of a SOM training with this database.

4.1 Computational Results

The following maps are conformed by a flat square hexagonal grid of 3,969
neurons, following the recommendation of Kohonen for the number of neurons
to use one order of magnitude less than the cardinality of X [2]. We used a SOM
algorithm implemented in ViBlioSOM system that is the Batch-Map variation
with a Gaussian neighborhood function with a lineal radius decreasing. This
is a software system that is in development by the "Laboratorio de Dindmica
No-Lineal" of the Sciences School at UNAM. This system implements a SOM
algorithm for the visualization of bibliometric information. In order to execute
exploratory data analysis, taxonomy studies or Clustering, as well as generate
cartographies through projecting data from the multidimensional space in a
plane. This system is useful for informetric analysis who produce automatic
knowledge maps representing the structure and information included in the
data basis. The system also produces quantitative results and offers a variety
of graphic scenarios for their representation. In this work, we only use the
SOM-Based visualization capabilities of the system. In fact. the results of this
applications are already presented in [10].

For example, Sex-Plane (figure 2(a)) we established a chromatic spectrum
that goes from blue to red (as in rainbows). In this case, the red color repre-
sents women, and blue represents men. Thus, in this map we can identify two
distinct areas (clusters of cells) in which men and women have been distributed.
Both, the red and blue regions of this map have been clearly differentiated by
a diagonal division. We call these regions the feminine zone and the masculine
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zone. They both span areas that are almost equal in size within the neuronal
grid which has been created by the map, although the feminine zone is slightly
larger than the masculine zone. This suggests that the feminine population is
slightly larger than the masculine one, and this reflects a numeric reality: there
are 22,127 women, whereas there are only 17,765 men.

In the Performance-plane (figure 2(b)), this process has created four differ-
ent zones. These four classes are determined according to the time in which the
students covered an equal or superior percentage of 90% of the semesters which
are required in order to finish their Bachelor’s Degree studies. The term Norma-
tive Graduation corresponds to both male and female students who accredited
at least 90% of their studies during the first 10 semesters. The term Deadline
Graduation corresponds to the period of time in which this 90% percentage of
credits has been reached between the 10th and 15th semesters. The term Termi-
nal Graduation corresponds to students who have finished their studies between
the 15th and 20th semesters. And the term Dropout corresponds to students
who do not manage to finish their studies, and thus do not graduate, even after
being registered at UNAM for 20 semesters. We give a weight of 0 to this com-
ponent because it has been considered in the previous twenty components. The
Normative Graduation zone (which is red) corresponds to both male and female
students who have “finished or completed” their career studies (having covered
90% of their credits) during the allotted time. In similar fashion, the Deadline
Graduation zone has been highlighted in green, the Terminal Graduation zone
has been highlighted in yellow, and the Dropout zone has been highlighted in
blue. Any one can clearly see that this map is quite symmetrical in relation to
the diagonal line which descends from left to right. Nevertheless, the Normative
Graduation zone (highlighted in red) covers a greater extension of space in the
feminine region. Besides, one can observe that the Deadline Graduation zone
(vellow), the Terminal Graduation zone (green), and the Dropout zone (blue)
cover areas of similar size in the masculine area as well as in the feminine one.

In Job-plane (figure 3(a)), we can perceive an outstanding asymmetry: the
yellow and red tonalities predominate (these correspond to students who were
working at the time when they answered the questionnaire) in the masculine
zone. The greater part of these cases appear distributed in the Dropout zone.
The color red does not appear in the feminine zone, but we can observe green
regions. As the color of the cells reflects the average value of the component
which is being analyzed, one must interpret that in the green cells (which stand
between the red and the blue zones) we have grouped both the women who
hold jobs as well as those who do not. It must be noted that these tonalities
predominate in the Dropout zone.

In the Children-plane (figure 3(b)), blue regions indicate the place within the
map held by students who already had children when they begun their studies.
The greenish-yellowish tonalities are distributed homogeneously across the map,
but we can observe that these colors predominate in the feminine Dropout zone,
with some exceptional cases in the feminine Normative Graduation zone. The
Marriage Status-plane (figure 3(c)) shows a very similar distribution pattern
that is quite similar to the previous component plane.
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Figure 2. (a).Sex-plane  (b). Performance-plane

Figure 3. (a). Job-plane (b). Marriage Status-plane (c). Childen-plane
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Figure 4. (a). Automovil-plane (b). Mother. Instruction-plane

In the stratification of Mother Instruction-plane (figure 4(b)): The Mother’s
Academic Background, we can see a greater concentration of yellowish-reddish
blots (students whose mothers have a higher academic level) can be seen in the
feminine Normative Graduation zone. This same type of organization is mani-
fested in Automovil-plane (figure 4(a)): Car, although they are more dispersed
throughout the whole map, and there are some yellowish-reddish blots in the
masculine Normative Graduation zone.

The distribution of colors that correspond to the Areas of Knowledge in
Wwhich students chose their career studies (Area-plane figure 5) is less disperse
if compared to previous maps. However for the correct interpretation for this
component plane, it has to be considered that there are neurons that do not
have the exact color that is assigned to an specific area. In this neurons, it
is sure that there are students whose career do not belong to the same area
of knowledge. Taken into account this considerations, it is noteworthy that
the region that corresponds to Physical and Mathematical Sciences as well as
Engineering (blue) is made up of two unrelated conglomerates. This highlights
the existence of two different classes of typical trajectories within this sub-
population group, and which should be conceptualized. One of them inhabits
the Normative Graduation zone with a notoriously dominant component in the
masculine zone. The second blue conglomerate is slenderer than the previous
one, and is enclosed, almost completely, in the masculine Dropout zone. Much
in the same manner, in the feminine Normative Graduation zone we can see
a red conglomerate which corresponds to female students belonging to Arts,
Philosophy and Literature academic careers. In this same zone we can also
observe the dominant presence of yellow, which corresponds to the Social Science
area.
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Figure 5. Area-plane

4.2 Discussion and Interpretation

The computational results we have obtained by means of the ViBlioSOM system
are consistent with available information as well as with the results of previous
investigations. This validates the procedure we have followed.

This experimental investigation has served us well in verifying the different
work hypothesis, thus confirming the prevalence of noteworthy gender differ-
ences in academic achievement. These differences are clearly visible within the
different time modes in which students manage to finish their studies, or not,
as well as in the different career studies that students in the UNAM choose to
study:

a. If the categorical variables we have proposed were not legitimate achieve-
ment factors, the regions of different colors which appear on the component
maps would not fit regularly, as we have already seen, within the different
Graduation and Dropout zones.

b. On the other hand, given the almost perfect symmetry that can be seen
in the zones pertaining to gender classification, if any of the proposed
achievement factors did not have a differentiated effect on gender issues or
if students’ preferences when choosing the area of knowledge in which they
wish to study would not be marked by the difference in gender, one could
expect that the coloring in the corresponding component maps would be
distributed in a symmetrical manner in reference to the diagonal line that
divides the feminine zone from the masculine one.

Gender differences were expressed in the creation of the maps in the following
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manner:

e The map of the Gender component clearly shows the feminization of the
enrollment pattern within the UNAM. This could mean a progress to-
wards gender equality and it also constitutes a potential factor that can
contribute to the balance of opportunities for both female and male grad-
uates when looking for a job and as an equal means to achieve social
standing.

e From the analysis of Areas of Knowledge map, we can confirm the pres-
ence of academic spaces which are considered typically masculine, such as
Physics, Mathematics, Engineering, as well as others which are considered
typically feminine, such as Arts, Philosophy and Literature. One possible
explanation for the dominance of women in the Normative Graduation
zone is the “double shift” characteristic, which in the case of men implies
holding a job besides studying. This conjecture is supported by the infor-
mation obtained from the Job map: when students begin working at an
early age, this can have a negative effect on the time they take to gradu-
ate from the university, or it even forces them to finally drop out. Thus
we can conclude that for men holding a job at an early age, compelled
to earn money in order to assume their traditional gender role, their role
as breadwinners competes with their role as students, making them lag
behind in their studies.

¢ Entering the university either alredy married or with children is not a
common condition within the freshman population (freshman average age
is 19.97 years, std. deviation 3:02; men 20:30 years, std. deviation 3.09;
women 19.72 years, std. deviation 2.93). As is to be expected, both the
Marital Status and the Children maps coincide quite a bit. These maps
reveal a differentiated tendency by gender for those students whom, upon
enrolling were already married or already had children: in the masculine
zone, the scarce presence of students married or with children does not
have a notorious influence on graduation timing, and it is distributed
evenly in the different graduation zones. On the other hand, married
women or women who have children are concentrated preferentially in the
Dropout zones. This is reminiscent of the traditional roles played by both
genders, according to which women must take care of their homes and
their families, while all professional aspirations are deposited in men.

e An additional confirmation of the validation of the methodology we have
used is offered by The Mother’s Academic Background Map and the Car
map. Both express the supposed relationship between the socioeconomic
status of students and their academic achievements. It is commonly
thought that a higher socioeconomic standing will necessarily mean a
competitive advantage for academic performance. This is confirmed in
maps which show a prevalence of yellow and red spots in the Normative
Graduation zone.
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e Furthermore, the exploratory analysis of data we have carried out by
means of the ViBlioSOM system allows us to make the following pre-
dictions, which should be the object of future investigations:

— Economic status carries less weight in graduating during the norma-
tive time than the mother’s academic level.

— The fact that a student’s mother has a high academic level can cer-
tainly have an outstandingly positive effect on the academic trajec-
tory of female students, but not so much in the case of male students.

— The differentiated effect that a mother’s academic achievements have
on female students, together with the current process of substituting
masculine spaces by female ones, clearly suggests that this feminiza-~
tion trend will be maintained in the long term. This conjecture must
become the subject for future research.

5 Conclusions

In this work we present an experimental demographic application of the basic
SOM model with weighted metric. The interpretation of the maps coincide
with the results of other researches of gender differences at the UNAM and new
hypothesis were formulated. With the puropose of getting meaningful maps
it is useful to incorporate hierarchical orders in the variables via weighting of
variables. Once the logic principle of map’s interpretation is understood, the
visual analysis is very easy to be done. So it is possible to get very valuable
information by simply viewing the maps without considering statistics. We think
that this kind of applications can be extended to other demographic studies and
it can be a great support to many important decisions in social researches.

Acknowledgement. "Macroproyecto. Tecnologfas. para la Universidad de la
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Abstract. Mexican international trade growth has been characterized
by the relative success of some industries in the US market. In order
to analyze determinants of the Mexican export performance, we use a
different methodology: the self-organizing map (SOM), which approxi-
mates the distribution observed by the economic variables in the original
high dimensional space. Consequently, we used the SOM for studying the
Mexican exports from 1985 to 2006, at industry level, classified accord-
ing to their technological intensities. Each year is represented as a vector
of 80 components. SOM reflects the similarities and differences in the
way exports could be affected by this variables. The results show the
efficacy of this approach in explaining the export performance of man-
ufacturing industries. Particularly, the SOM reflects that industries are
distributed along the map confirming the existence of notable disparities
among them. Moreover, some industries appear relatively near which al-

low us to suggest these industries, and some of its firms, share important
characteristics in terms of export success.

1 Introduction

The self-organizing map (SOM) is a non-linear projection from a multidimen-
sional space to a discrete low-dimensional space. The projection achieved by
the SOM is an approximation of the distribution observed by the points in the
original high dimensional space [1]. The low dimensional space is a lattice of neu-
rons. Each multidimensional data is mapped to one neuron known as the Best
Matching Unit (BMU) for that input data. The set of BMUs from all neurons
shows the distribution achieved by the SOM of the multidimensional inputs. Ob-
Jects located close to each other in the feature space, will be mapped to nearby
neurons whereas distant objects will be mapped to distant neurons.

The self-organizing map (SOM) is a model of self-organization of neural con-
nections, which reflects the ability of the algorithm to produce organization from
disorder [2]. One of the main properties of the SOM is the ability to preserve in
the output map those topographical relations present in the input data (1], a very
desirable property for data visualization and clustering. This property is achieved
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through a transformation of an incoming signal pattern of arbitrary dimension
into a low-dimensional discrete map (usually one or two-dimensional) and by
adaptively transforming data in a topologically ordered fashion [1,3]. Each in-
put data is mapped to a single neuron in the lattice,to the one with the closest
weight vector to the input vector, or BMU. The SOM preserves neighborhood
relationships during training through the learning equation, which establishes
the effect each BMU has in any other neuron. The weights of the neurons are
updated accordingly to:

u"n(t + 1) = wn(t) + an(t)hn (9‘.1)(-1':' - wﬂ(t)) (1)

where a(t) is the learning rate at time ¢, h,(g,t) is the neighborhood function
from BMU., neuron g, to neuron n at time ¢, and z; is the inpyt vector. In general,
the neighborhood decreases monotonically as a function of the distance between
neuron g and neuron n. The SOM tries to preserve relationships in the input
data by starting with a large neighborhood and reducing it during the course of
training [1].

The paper is organized as follows. The next section explains with more de-
tail the SOM algorithm used to analyze the export performance. Section three
presents the results of applying the SOM methodology to some micro and macro
variables related to the export performance. Finally, we present the conclusions
of this study.

2 Related work and Proposal

SOM has been widely applied as a visualizing tool in different areas. For an
introduction and in-perspective analysis of the SOM as a visualizing tool, see [4,
5]. In economics, the SOM has also been a valuable tool for data analysis and
forecasting. In the seminal work of Kaski and Kohonen [6], the social welfare of
39 countries is analyzed at the light of 9 variables. Since then, several related
works have emerged, and interesting results have been reported (7).

Here, we apply the SOM for studying the Mexican exportations from 1985
to 2006. Each year is featured as a vector of 80 components, where each com-
ponent corresponds to a given type of exportation (goods or services), Through
SOM, we observe similarities and differences in the way this important economic
component has been affected.

Mexican international trade growth has been characterized by the export of
manufactures of diverse quality and characteristics, and by elevated imports of
inputs to be processed and then re-exported. In this way, Mexico has become
an important supplier of exports for international markets, in particular for the
United States (US).

In this context, the strategy for economic growth has been based, mainly, in
the promotion of relatively high intensity technology manufacturing exports. As
a result, the weight of exports with respect to the gross domestic product is today
near 45%, showing an annual average growth rate of 50%. At the same time,
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public and private consume spendings and the fixed capital gross investmex.lt
lost their relevance as sources of economic growth. In the same way, economic
growth registered an annual rate of 5% in this period. In consequence, it is

accepted that the notable export expansion, given the small rate of change of
internal market, is the responsible of that economic growth.

However, manufacturing export industries development has been unbalanced
in comparison with the competitive advantages that each one enjoys. The Mex-
ican export specialization is, according to the Organization for Economic Co-
operation and Development (OECD) [see www.oecd.org] data, in medium-high
and high technology industries, among these are motor vehicles, communication
equipment and computing machinery. In contrast, the sectors that reveal the
smallest advantages correspond to labor intensive such as textiles, apparel and
footwear, which employ capital in a low proportion. But, which factor determines
the level of industry exports? Do technology, market structure, foreign demand,
costs and other variables affect the success of industries exportation? Do indus-
tries share similar characteristic that allow them to export? The answers of these
questions have important considerations of industrial policy.

Clessification of industries by common characteristics allows a better under-
standing of the industries behavior and consequently better planning of sectoral

politics with the objective of improving, in a coordinated manner, the industrial
structure.

On the other hand, foreign trade, owing to new foreign trade theories, can be
explained through a multidimensional relationship. Here, the central variables,
market structure and technological innovation process, allow domestic industries
to reduce average costs as the production level grows, to manufacture new designs
and to promote projects that involve research and development with the goal of
introducing new differentiated products in international markets. Other aspects
like human capital, regional integration and spillover effects derived from foreign
technology, play an important role in export performance too.

In this manner, we argue that potential determinants of export performance
(or alternatively export competitiveness) of the manufacturing sector in the
Mexico-US relationship are gathered in two. In one group, we have the tra-
ditional price competitiveness, that includes prices such as real exchange rate
or relative unitary cost labor and, on the other, the non-price competitiveness,
including innovation processes, domestic production capacity, external demand,
scale economies and product differentiation. Likewise, we accept that both kinds
of competitiveness affect in different ways each industry.

In this context, based in an abundant set of variables associated with different
aspects of the export process, the objective of this paper is twofold. The first is
to apply the SOM methodology to the economic analysis and, the second, is to
represent the relationships among several potential determinants of foreign trade
for each industry, allowing us to group or classify exporting industries considering
multiple dimensions. So, by using the SOM algorithm, high-dimensional data

can be projected to a lower dimension representation scheme to facilitate the
economic analysis.
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In this regard, econometric methodology offers several options for estimating
the export function, for determining relationships among variables, for simulat-
ing politics and for forecasting new relationships. Among econometrics alterna-
tives exist the one equation regression model, the multi-equational models, and
time series analysis that have evolved from classic methods to modern techniques
that let the researcher determine long run equilibrium relationships. The utiliza-
tion of this methods in the pursue of our goals implies numerous suppositions,
some of them not belonging to the economic theory. For example, it is required
to establish some mullity restrictions over the parameters, the type of relation-
ship among variables, sign and nature, and the estimation method, amid others.
Simultaneously. these procedures, based on the assumption of linearity, provide
us with quantitative arguments regarding the relationships among variables, but
they are considerably restrictive and do not necessarily reflect the reality. Hence,
modeling with non-linear algorithms seems more appropiate to the actual study.

It is possible to model the export performance through alternative methods
like the Self-Organizing Map (SOM). The SOM algorithm, just like econometrics,
allows the estimation of relevant relationships between Mexican industries export
performance and the variables gathered in price and non-price competitiveness.

Moreover, using the SOM gives additional advantages like the graphic rep-
resentation in two dimensions of those multivariate relations, which, in turn,
allows us to group the international industries in accordance with the common
characteristics, from an alternative perspective to the factorial analysis or main
components. In other words, through the SOM it can be represented in a map
of export performance the state or level of the export success of each industry,
recognizing the grade of similarity where potential determinants influence the
commercial flows in the industries.

The high number of variables involved in the determination of manufacturing
exports make it difficult to analyze and to draw conclusions of interest for the
policy makers. With SOM, we expect to greatly simplify the identification of
central variables affecting export flows of Mexican industries.

3 Results

The SOM ordered the Mexican exporting industries, as it can be seen in Fig-
ures la and 1b for the 1985 and 2006 years, respectively. These figures can be
interpreted as a map of sectoral export performance although no information of
this kind was included in computing and training the SOM. The SOMs show
the way industries behave individually as a consequence of different micro and
macro economic variables. Several aspects can be inferred from their distribution
in the maps. First, in 1985, there is no clear technological pattern of the consid-
ered industries: since some low-tech industries, Wood Products and Furniture
(20), or medium low-tech, Other Non-metallic Mineral Products (26), are very
close to some high-tech industries, Computing Machinery (30) and Pharmaceu-
ticals (2423), in terms of export performance (see table 1 for the complete list
of industries).
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Table 1. Identification for all industries.

Label Industry

15-37 Total
15-16 Food products, beverages, and tobacco
17-19  Textiles, textile products, leather, and footwear

20 Wood and products of wood and cork
21-22  Paper, Paper Products, and Printing
23 Coke, refined petroleum products and nuclear fuel

24-2423 Chemicals excluding Pharmaceuticals
2423  Pharmaceuticals

25 Rubber and plastics products

26 Other non-metallic mineral products

27 Basic metals

28 Fabricated metal products, except machinery and equipment
29 Machinery and equipment, n.e.c.

30 Office, accounting, and computing machinery

31 Electrical machinery and apparatus, n.e.c.

32 Radio, television, and communication equipment

33 Medical, precision and optical instruments, watches and clocks
34 Motor vehicles, trailers and semi-trailers

351 Building and repairing of ships and boats

353 Aircraft and spacecraft

352-359 Railroad equipment and transport equipment n.e.c.
36-37 Other Manufacturing

This important result implies that the technological factor is not a main de-
terminant of the export competitiveness of the Mexican firms in that year. That
is, despite the differences in innovation capacities among industries (like human
capital, import of technology, licenses, or patents) that shape technological ad-
vantages in the foreign markets, other variables such as scale economies, market
structure, product differentiation, production capacity, foreign investment, labor
cost, or external demand influence the performance of these industries in the US
market. Moreover, although industries are classified in function of their techno-
logical intensities, the Mexican manufacturing industry employed intensively the
labor factor even in sectors considered as technologically advanced. Then, we can
affirm that differences in the function production, by definition of industry, are
counterbalanced by the combination of labor and capital factors in their system
of production. Finally, this argument implies a delayed technological compet-
itiveness of the exporting industries. Besides, industries seem to distribute, in
general, along the map, implying notable disparities. Distances among industries
are relatively large. In particular, low and medium-low technology industries are,
in all the cases, considerably separated,by at least two cells; situation we explain
with the following arguments. First, the internal capacities of the firms allow
them to face the technological opportunities in different ways and with different
results. Second, external relations derived from the market led them by diverse
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growth paths. It can be observed that the SOM algorithm grouped high and
medium-high tech industries relatively closer among themselves, as it could be
expected due to the technological variables considered in this analysis, which in a
way confirms the OECD taxonomy [see www.oecd.org). Inside the first category,
Pharmaceuticals (2423), Computing machinery (30) and Medical and precision
and optical instruments (33) keep neighborhood relations; as well as Motor vehi-
cles (34) and Chemicals excluding Pharmaceuticals (24-2423) inside the second
group of industries. Following the argument presented above we can assume that
technological gaps among these industries are small . This means that industries
share similar characteristics in terms of innovation capacities, corporative strate-
gies and are influenced approximately in the same way by the structure market
and other variables. Also. the SOM shows how the manufacturing sectors are
affected by a set of variables; now we are interested in the individual influence
of each variable on each industry. Variations in most of the indicators have not
a clearly distinguishable pattern; consequently the distribution of the industries
in the SOM reflects this issue. Considering just some fundamental variables, we
could assume, for example, that firms market power -oligopolic structure- boost
the export performance as new international trade theory proposes(see [8]). Fig-
ure 2a reflects how the industries with major exports values are mapped almost
together in a column located in the right side of the map. The exporting indus-
tries with relative poorer performance in the US market appear in the left side
and in the right inferior co rner of the map. Another variable that influences
export competitiveness is product differentiation. Figure 2b shows the distri-
bution of the industries in accordance with this indicator. A relatively similar
structure emerges from this dimension. that is, we can see a column in the right
side of the map; although three industries with high values of product innovation
are mapped far of them. As a result, we can state that product differentiation
-originated from regular innovation activities- and imperfect market structures
are two main determinants of the export performance in a context of high di-
mensional data inside the US market. On the other hand, external demand and
foreign direct investment (FDI) influence the level of exports in the US market
in a similar form. The industries are mapped in roughly the same way. Looking
at Figures 2c and 2d we can distinguish a cluster of industries located in the bot-
tom part. Also, Figure 2d has another cluster in the right flank, medium-seized.
With the values of the exports of the industries included in these clusters, it
could be argued that imports and FDI are a second kind of determinants of
export performance. Figures 2e and 2f show the cost competitiveness relative
unitary labor cost and the production capacity both in the manufacturing sec-
tor. The former suggests how cost dimension negatively affects all the industries
in terms of their exports except for Other manufacturing (36+37). For exam-
ple, the export level of Computing machinery (30) was restricted by its low cost
advantage derived from the low capital intensity in relation with the intensity
in the US market. The latter, although important for some industries, does not
appear to be a central factor for the exports; some industries like Coke and re-
fined petroleum products (23), Wood products and furniture (20), Building and
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repairing of ships and boats (351) and Railroad transport equipment (352+359)
move in the same direction of production capacity in the domestic economy.
Hence, costs and product capacity are fundamental determinants of the manu-
facturing exports although the dimension of the map does not seem to reflect the
exporting success of all the industries. Finally, we consider the spillover effects
-a concept extremely linked with the FDI- over the exporting industries (Figure
2g). This indicator is a source of competitiveness for Fabricated metal products,
except Machinery and equipment (28), which means that foreign capital invested
in the Mexican economy into this sector has a double impact. First, FDI provides
the production and export capacities and simultaneously it gives other kind of
advantages such as learning by doing, learning by exporting, technology. etc.,
that impact in the productivity level of firms in this industry. Nevertheless, once
again, the greater effects of these indicators do not occur in the major exporting
industries. On the other hand, in 2006, in contrast with 1985, it seems that the
industries are mostly grouped in accordance the OECD technological classifica~
tion. That is, industries with the same technological intensity are relatively close
among them (see Figure 1b). Hence, comparing the SOMs, it can be stated that
with time a more visible technological pattern of exporting industries emerged.
However, there is more dispersion of the sectors and some are mixed with other
industries that exhibits different technological capacities. This result implies that
in 2006, the technological factor is more important in the export competitiveness
of the Mexican firms than it was in 1983. Therefore, although other variables
mentioned above -market structure, product differentiation, labor cost, external
demand, etc.- influence the success of exporting industries, there are differences
in innovation capacities among them that have become the sources of that com-
petitiveness. In other words, the distribution in the SOM suggests that Mexican
manufacturing industries employ intensively the capital factor in the sectors
considered as technologically advanced: while labor factor is the central input
in the less technological developed industries. As a consequence, we can assume
that technological competitiveness of the high and medium high technological
sectors grew unlike medium low and low tech sectors. Besides. just like in 1985,
industries, in general, seem to distribute along the map implying notable dis-
parities: but, in contrast, distances among them are relatively less extensive. In
particular, high and medium-high technology industries are significantly closer
or, more exactly, are in the same zone of the map: which implies industries have
reacted to the technological change and international conditions (like product
relocalization, the merge of new industrialized countries. et c.) in the same way,
allowing themn to obtain a similar export success. As previously stated, the SOM
algorithm grouped high and medium-high tech industries relatively closer among
themselves. Inside the first group are Pharmaceuticals (2423), Computing ma-
chinery (30), Medical and precision and optical instruments (33) and Aircraft
and spacecraft transport equipment (353): while Motor vehicles (34), Chemi-
cals excluding Pharmaceuticals (24-2423) and Machinery and equipment (29)
are inside the second one. Again, we can assume that industries share similar
characteristics in terms of innovation capacities, corporative strategies and are
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probably influenced in the same way by some indicator associated with market
structure. cost or foreign demand. Apart, practically all of the indicators have
different cffects over the industries; although variations in most of the indicators
have not a clearly distinguishable pattern. Product differentiation determines ex-
port competitiveness (Figure 3a), where the distribution of the industries allows
us to distinguish a big group of them affected similarly by innovation product.
Nevertheless, medium-high and high technology industries seem to be influenced
more by this indicator than any other industry. Again, Figure 3a, reflects how
the industries with major exports values are mapped more or less together at
the bottom and at the left part of the map, leaving three isolated industries (30,
351. and 352+359). The exporting industries with relative poorer performance
in the US market appear in the rest of the map. In opposition, market power ap-
pears to influence positively just a few industries -Building and repairing of ships
and boats (351), Railroad transport equipment (352+359), Spacecraft transport
equipment (353), Computing machinery (30), Electrical machinery apparatus
(34), and Radio. television, and communication equipment (32), have an advan-
tage in the US market. Accordingly with the SOM (Figure 3b), the industries
where strong oligopolic competence exists are located at both, right and left,
upper corners and at the central part of the map. This kind of market structure
can lead the major exporters to price discrimination practices, that is, to estab-
lish higher prices in the domestic market and lower prices in the foreign ones,
as a strategy to access the international market. Nonetheless in a big number
of industries, perfect competition operates. Thus, we could assume that firms
market power rise the export performance as well as product differentiation. On
the other hand, the SOM suggests that the level of exports is directly linked
to external demand and foreign direct investment in relatively few industries.
Figure 3¢ distinguishes a cluster of industries located at the lower left corner.
These say that US demand conditions influences mainly the exports of Motor
vehicles (34), Radio, television, and communication equipment (32), Machinery
and equipment (29) and Textiles, apparel, leather, and footwear (17+19). In
contrast, FDI affects positively Motor vehicles (34), Machinery and equipment
(29), Chemicals excluding Pharmaceuticals (24-2423) and Food, beverages, and
tobacco (15+16), as it can be seen in Figure 3d, where one cluster located in
the bottom of the SOM. towards the left side, stands out. Alternatively, as we
can expect. both indicators have a limited impact in the export performance
boosting not just few industries, but also the value of their exports. Figures 3e
and 3f show the relative unitary labor cost and the capacity production. The
former, suggests cost dimension negatively affects all the industries in terms of
their exports (except three industries 17+19, 30, 32). In particular, it shows one
cluster formed by Coke and refined petroleum products (23), Rubber products
(25), Fabricated metal products (28) and Chemicals excluding Pharmaceuticals
(24-2423). In contrast with the 1985 case, apparently fewer industries are affected
by this variable, suggesting that cost competitiveness has stopped to be a central
determinant of export success. This variable seems like a central factor for the
exports -just four industries are negatively related with this indicator (17+19,
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20, 32 and 31)- which means that the scale of production gives an advantage to
the industries. In particular, this dimension appears to be fundamental in the
case of Motor vehicles (34) and Food, beverages, and tobacco (15+16) and in
less magnitude for Other non-Metallic products (26), Basic metal (27), Phar-
maceuticals (2423), Coke and refined petroleum products (23), and Aircraft and
spacecraft transport equipment (353). In between the extremes of success and
failure in export performance at the different ends of the map, there are interme-
diate industries with acceptable level of exports. Hence, product capacity and in
a less extends cost, are fundamental determinants of the manufacturing exports
although the dimension of the map does not seem to reflect the exporting success
of all the industries. Finally, we consider the spillover effects (Figure 3g) over
the exporting industries; which is surprisingly a source of competitiveness for a
reduced number of industries, restricting the export performance in a aggregate
level and by industry. In fact, following the results of the SOM algorithm, just
Machinery and equipment (29) and Computing machinery (30) benefit from the
multinationals technology. It is worth mentioning that. once again, the greater
effects of these indicators do not occur in the major exporting industries.
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Fig. 1. SOM obtained for exports in 1985 (a), and in 2006 (b). Labels indicate the
kind of exportation (see text).

4 Conclusions

In this document we have shown that the SOM can be used as an alternative and
effective tool for economic analysis, in particular for cluster applications. Our
results have demonstrated the efficacy of this approach in explaining the export
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Fig. 2. SOMs for 1985. It is indicated the level of some of the variables that define
the multidimensional space. DP: Product differentiation xi; 1L: Lerner Index; DE(2):
Foreign demand (US imports); FIPIED: Foreign direct investment; CURL: Relative

Unit Labour Cost: CP(1): Domestic production capacity (product volume index); S:
Technological spillovers.
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performance of manufacturing industries classified in concordance of their tech-
nological intensities. Then, based in an abundant set of variables associated with
different aspects of the export process that includes technological capacities, mar-
ket structure, external demand, labor cost, foreign investment, scale economies,
among many others, we built a map of export performance. The set consisted
of 80 indicators which described different aspects of the Mexican export suc-
cess. The SOM algorithm determined the similarity between various attributes
and performed the clustering of similar industries. The SOM methodology of-
fers the economist a different perspective for the export behavior interpretation.
Particularly, the SOM has great utility because it reflects two aspects of export
performance of Mexican industries. First, industries are distributed along the
map implying there are notable disparities among them. Principally. the export
performance map is derived from a set of variables that affect in different ways
-in magnitude and direction- the industries. We think this is the main reason
of the dispersal distribution of the industries in the SOM. In other words, each
industry has a relative export success that depends on different variables that
hardly allows us to group them in defined clusters. Second, despite these differ-
ences, some industries are relatively near to each other which allow us to suggest
these industries, and some of its firms, share characteristics in terms of export
success. Finally, the SOM analysis finds out that in 1985 industries did not show
a clear technological pattern for the considered industries. However, this situ-
ation has tended to change in 2006, implying that high and medium-high tech
export industries exploit in major grade their technological capacities as a form
to compete in the US market.
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Abstract. In this paper we present a method of constructing autosimi-
lar electoral units, using the Self-Organizing Maps (SOM) for detecting
those electoral sections that present similar results to the complete uni-
verse. A particular case is presented that show the benefits of the appli-
cation, in the capital of Zacatecas state; this method can be applied to
electoral surveys and preliminar results of a given election.

1 Introduction

The obtention of satisfactory results in surveys for measure the vote intention
and in the preliminary results programs is not easy. In first place, the electoral
universes generally present a big cuantity of electoral units for recolecting the
votes and in adition, some universes present high geographic and population
dispersion. Another of the principal problems is derived of the fact that the
electoral units do not have., by one side, an homogeneus behavior in the intention
of the vote emission that allows using the method of standar stratified sampling.

Taking into acount various elements that are presented in the electoral units
leads us to a problem with the design of the methodology that is going to be
used in the selection of the units like representative units. It is usual to use
the random selection acording the number of electors, however, this present the
problem that sampling frame is based in the cuantity of electors and not in
the historical results of the election. The statistic orthodoxy implies that the
classical methods are good when sampling frame is good, and this good frame
is precisely the electoral behavior and not the cuantity of people that make up
the electoral units of the universe. For example, a universe with high electoral
dispersion requires of selecting a big number of elements by each electoral unit
and this take us to a bigger size and cost of the sample.

The principal target has to be selecting those electoral units that present
a similar behavior to the real historical development of the trends of results
of the vote orientation and the citizen’s opinions. This is what we define like
autosimilar electoral units, this denomination has its origin in the mathematical
concept of autosimilarity, used in fractals and that is the property that guarantee
the reproduction of the geometric structure in a different scale.
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An electoral unit is generally composed by one or some boxes that are the
basic structure in the elections, so then one of the first steps for studing the
electoral results should be analyse a set of the electoral units, but, Wich units has
to be studied? It is not desirable to study all of them, a procceding for clostering
the units should be done to make the study easier. In this clasification, those
units that are closer or that are similar to the behaviour of the whole electoral
universe are very important.

Extrapolating the mathematical concept of autosimilarity to the electoral
results implies a change of the scale that can be made using the percentages
obtained by the different political parties in the unit and in the total of all the
units. Then, the problem is reduced to find the units or the sections that have
very similar historical percentages of elections to the complete universe under
study.

2 The Principle of the SOM

Acording to 1], in the documentation included of the software "SOM_PAK"” and
that is reproduced in this section: There exist many version of the SOM [2]. The
basic philosophy, however, is very simple and already effective as such.

The SOM here defines a mapping from the input data space R" onto a regular
two-dimensional array of nodes. With every node , a parametric reference vector,
m; € R" is associated. An input vector x € R" is compared with the mn; and the
best match is defined as response: the input is thus mapped onto this location.
The array and the location of the response (image of input) on it are supposed
to be presented as a graphic display.

One might say that the SOM is a nonlinear projection of the probability
density function of the high-dimensional input data onto the two-dimensional
display. Let = € R" be an input data vector. It may be compared with all the m;
in any metric: in practical applications, the smallest of the Euclidean distances

|lz — m;i|| is usually made to define the best-matching node, signified by the
subscript c¢:

Il = me|| = min{llz — m|} or ¢ = argmin{lz — mil|} (1)

Thus x is mapped onto the node ¢ relative to the parameter values m;. An
optimal mapping would be one that maps the probability density function p(z)
in the most faithful fashion, trying to preserve at least the local structures of
p(x). (You might think of p(x) as a flower that is pressed!). In the practical
applications for wich such maps are intended, it may be usually self-evident
from daily routines how a particular input data set ought to be interpreted. By
inputting a number of typical, manually analized data set and looking where the
best matches on the map according to Eq. (1) lie, the map or at least a subset
of its nodes can be labeled to delineate a coordinate system or at least a set
of characteristic reference points on it according to their manual interpretation.
Since this mapping is assumed to be continuous along some hypotetical elastic
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surface, it may be self-evident how the unknown data are interpreted by means
of interpolation and extrapolation with respect to these calibrated points.

3 Autosimilar Units

The SOM is a good tool that, adapted, may allow us clasify the Electoral Units
(EU) in groups and subgroups characterized by the electoral results. Their ap-
plication in this case, is to group the electoral results of the EU, in some groups
and subgropus that have similar characteristics. In our case is of vital impor-
tance the group of EU that give us an homogeneous group or something similar
with the results of all the universe, this is finding the autosimilar EU.

To make a detailed analysis and knowing if the electoral behavior of one or
some EU can be similar to the whole universe is necessary to define how the data
will be treated. The results of one election is normally presented in absolutes
votes and in tabular way (see Tab. 1), in wich the EU are the rows and the
political parties (PP) are the columns, filling the array with the obtained votes
by each PP in every EU, plus that, we add columns for the null votes and the
total of electors or electoral roll.

Table 1. Typical representation of absolute electoral results.

PP, PP, ... PP, Effective votation Electoral Roll
UE1 ‘/1.1 Vz.l cee Vn.l T =2‘/n1 Py
UE; V1,2 Va2 W Voo = Z Vi.2 P
UEm vl.m V'z.m ves Vn,m T1 = Z V.. m Prn
Total Vi ="V, ; V2=_ZV2',‘...V..=ZV...,- T=YT, P=Y P

In first place, we need to prepare the electoral data in a way such that some
comparations can be made, this implies using an adecuated scale for all the EU.
The adecuated scale is transforming the absolut data to a relative scale for each
EU, this is, to take the percentages obtained for each PP in each EU

V.. .
‘U,"j = T_‘j’- (2)
Vi

This give us the advantage that all the EU sums one, regardless of the sum
of the votes and the cuantity of the electoral roll (see Tab. 2).
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Table 2. Typical representation of relative electoral results.

PP, PPz ... PP, Null Effiective Citizen Part.
UE, Via Vaa ‘e Vaa Vaa 1 P
UE: V[_z V2_2 vos Va 2 Va.z 1 P1
UEm "'1,.-" ‘f2.m v Vn.m Vn.m 1 Pm
Total Vi =Y Vi, Va=) Va;... Vu= Y Vai Va 1 P

In this data array, the rows represent to the EU, the columns to the PP
y the cross-values are the percentages obtained for the different PP that have
participated in the election process. After that, it is added the total percentage
as an additional row in the data array and it is considered like another unit.

4 Zacatecas Case

Before going inside in a detailed analisys of the methodology used for finding
the autosimilar sections, let us see the electoral stage: in the city of Zacatecas,
capital town of Zacatecas, the City Hall is renewed every 3 years, aditionally,
for being soberan part of the Zacatecas state, the citizenship participates also in
the election of the local legislature representation at the same time. The state
goverment is renewed every 6 years, and this election takes place in a concurrent
way when both periods match. In the other hand, the election of the republic’s
president and senators its made every 6 years and the election of federal members
of parlament every 3 years, this two last elections are, in the same way, concurrent
but independent of the local ones. Of the foregoing, we have that in Zacatecas
20 elections have been done in 9 times, and there are 111 electoral units in the
town of Zacatecas.

With the general view of the behavior of the electoral preference for the
political parties, we can ask, How the behavior at the electoral section level is?,
or even more. Does one or some electoral sections that aproximate the historical
behavior of all the political parties exist? If it is true, it would be better to study
that or those autosimilar sections that could be used like good aproximations of
posible future elections results.

In this work, we present a method for finding the autosimilar electoral sec-
tions and after that the best of them will be used for having a good approxima-
tion to the results of the 2006 federal elections.

5 Results

In this section are presented the results of aplying the SOM to the array formed
using the information of electoral sections and the total (rows) with the votes
obtained by the PP from the 1995 to 2000 (columns) in the Zacatecas town [3].
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Different scenarios are proposed: autosimilar sections of each election from
1995 to 2000, autosimilar elections for some combinations of elections and for all
the federal and local elections, finally it is compared the use of the autosimilar

section with the best approximation of the results in the federal elections of
2006.

5.1 Different Scenarios

Aplying the SOM to a local electoral process that is composed by the election
of the principal political parties in the election of Mayor and local members of
parlament in 1995 we get that the section 1840 is the best approximation to the
total percentage of the town.

Also, there exist other sections that can be used like autosimilar: 1788, 1790,
1821 and 1827. This can be observed in the central region of the Fig. 1.
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Fig. 1. SOM'’s result for the Mayor election and local members of parlament in 1995.

We obtain the Fig. 2 applying the SOM to the correspondent data of the
election for federal members of parlament in 1997. Now, we find 2 sections with
a percentage behavior very close to the whole town behavior. These are the
sections 1810 and 1835. Considering those distances we can find other sections
that could be proposed like autosimlar: 1804, 1820, 1838, and 1840.
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Fig. 2. SOM’s result for the federal members of parlament election in 1997.

Now, let us take the 3 variables of 1998, the Mayor election, local members
of parlament and governor. The result can be observed in the Fig. 3, where we
can check that the best porcentual approximation section is the 1864 section,
and other good approximations are: 1795, 1805 and 1844.

To conclude this part, we show the result of the SOM for the Republic's
President elections and federal members of parlament in the 2000 year. In the
Fig. 4 it can be analyzed that in this ocassion we can not find a section that is
the best percentage approximation, those that can be used like that, are: 1780,
1822, 1854, 1863 and 1867.

This is a good point for comment that the analysis of some scenarios([4] that
we take, have already been done using the cluster technic {5, 6]. The remarkable
fact here, is that comparing this results with the results of the cluster analysis,
similar conclusions are obtained [7]. We get the same results in the autosimilar
sections, but when we look to the other good approzimations, we realized that
they are not the same, but there are coincidences.

In the Tab. 3, we have a summary that contains the election year, the best

electoral section for each election and in the third column, the other good auto-
similar sections.
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Fig. 3. SOM’s result for the Mayor election, local members of parlament and governor
in 1998.

Table 3. Summary of autosimilar electoral sections.

Year Best section Other approximations

1995 1840 1788, 1790, 1821, 1825, 1827
1997 1810, 1840 1804, 1820, 1835, 1838
1998 1864 1795, 1805, 1844

2000 1780, 1854 1822, 1863, 1867

5.2 Historic Autosimilar Section

Applying the SOM technic for the 111 sections and the town behavior, only
considering the votation for the principal political parties in the whole local
and federal elections since 1995 to 2001, was obtained as the best autosimilar
electoral section, the section 1793, because it is the closest to the historic town
behavior. This is shown in the Fig. 5.
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Fig. 4. SOM’s result for the Republic’s President election and federales members of
parlament in 2000.
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Fig. 5. SOM’s result for the historic behavior considering all the elections since 1995
to 2001.
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The Fig. 6 presents the historical behavior of the section 1793 as the best
historically, compared with the town’s historic total percentage in the different
elections. In the notation, the first letter corresponds to the type of the election:
M for mayor, D for members of parlament, G for governor and R for the republic’s
president; the las two numbers indicate the year of the election and in the middle
we have the name of the political party: A for PAN. I for PRI, D for PRD, T
for the PT, A*C for Alianza por el Cambio and A*M for Alianza por México.
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Fig. 6. Historical behavior of the section 1793 respect the town official results in the
elections of 1995 to 2001.

5.3 Using Autosimilar Sections to Forecast Results

Now, we introduce the use of autosimilar sections like the best approximations for
electoral processes results, it is used the best of the sections, the section 1793,
taked since 1995 to 2001. Our goal is to compare this section with the town
percentages obtained by the political parties that participate in the electoral
process of the 2006 for President of the Republic. The summay of the analysis
is shown in Tab. 4.

There, in Tab. 4 we can see that the maximum error is less than 2.5%, the
half of what is commonly used in classical sampling for this kind of issues. So,
we have that the autosimilar sections obtained with the SOM technic can be
used to forecast results of future elections.



48 Garcia A., Ménde= J., and Trueba L.

Table 4. Comparation of the section 1793 percentages with the results of Zacatecas
town for the electoral process in the 2006 for Republic’s President.

Political Party Section 1793 Town Behavior Error
PAN 32.7% 35.1 % 2.4%
Alianza por México 20.2 % 174 % 2.8%
Coalicién por el Bien de Todos 38.0% 372 % 0.9%
Nueva Alianza 1.1% 1.3% 0.2%
Alternativa 1.9% 4.3% 2.4%
Not registrated 3.8% 2.7% 1.1%
Nulls 2.3% 2.1% 0.1%

6 Conclusions

Through the SOM application, it was possible to find electoral sections that have
an historical behavior similar to the development of local and federal electoral
processes in the town of Zacatecas since 1995 to 2001. ,

This technique for finding autosimilar sections applying SOM, can be used
not only in the Zacatecas town but can also be applied for finding similar sections
in Local and Federal Electoral Districts at the State level and for the whole
country. Then, the goal is to find a group of electoral sections that have a similar
historical behavior to the universe of electoral sections.

The importance of having a group of autosimilar sections is to have an instru-
ment that can be used for improve work about the surveys of voting intentions,
because you can generate control surveys, and with those control surveys you
can verify if you get the same results of a survey that has been designed under
an statistical methodology.

The autosimilar sections can also be applied as an instrument in itself for
making surveys of voting intentions, that allows to have estimators trend with

lower or equal approximation errors to the classical sampling.
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Abstract. This paper describes an approach for helping in the endur-
ing task of analysing volcanic-domain data. This proposal allows domain
experts to have a view of the knowledge contained in and that can be
extracted from the digital archive. Specific-domain ontology components
with further processing, and by embedding that knowledge into the digi-
tal archive itself, can be shared with and manipulated by software agents.
In particular, we deal with the issue of applying an artificial learning al-
gorithm, Self-Organizing Maps, to volcano-tectonic signals originated by
the activity of the Volcano of Colima, Mexico. By applying this algorithm

we have generated clusters of volcanic activity and can readily identify
situations of risk for predicting important events.

1 Introduction

Every day the activity of the different volcanoes in the world attract the atten-
tion of the goverment and scientists. This activity varies in intensity. Volcanic
seismology is, in most cases, one of the most deadly natural disasters in the
world. In the worst case, whole areas are devastated by erupting volcanoes, in-
cluding communities living near by. A number of computacional architectures
and resources have been set up all around the world to monitor, forecast, and
alert people regarding volcano activity. This paper is a first approach to the
problem of volcanic seismology from the computational perspective, in particu-
lar applying Self-Organizing Maps.

The next generation of volcano domain computational tools require that the
huge amount of information generated by volcanoes and contained into digital
archives is structured [3]. In the last few years a number of proposals on how
to represent knowledge via ontology languages have paraded 8, 14, 11,22]. Now
that OWL has become an standard [20], the real challenge, in the context of
the semantic web, has started. In this paper in particular, the volcanic-domain
problem is addressed. Eventually, the kowledge contained into volcano activity
digital archives will become semantic knowledge, ie software agents will be able
to understand, manipulate, and even carry out inferencing and reasoning tasks
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for us. Converting such as digital archives into semantic ones is to take much
longer if no semi-automatic approaches are taken into account to carry out this
enterprise. This is what our paper is all about.

The remainder of this paper is organized as follows. In section 2 some key
concepts on ontologies are introduced. Some related work is presented in section
3. Our approach is described in section 4. The paper concludes in section 5 with
some thoughts on the approach we have applied to analyse volcanic-domain data.

2 The Purpose of Ontology

Scientists among disciplines require a framework in order to be able to interact
with each other. Ontology is a framework that makes it possible for people to
communicate in a consistent, complete, and distributed way. Even more, we are
able to encode for a particular domain:

— entities, objects, processes, and concepts.

— relationships of entities, objects, processes, and concepts.

— relationships across discipline areas.

— domain-dependant axioms.

— multilingual knowledge of the domain.

— assumptions, parameter settings, experimental conditions as well.

These are useful forms of knowledge representation which may be used to sup-
port the design and development of intelligent software applications and expert
systems. One of the most common uses of ontologies is to support the develop-
ment of agent-based systems for web searching, for example those described in
(23]. For this interaction to be possible, agents must share a common ontology,
or at least a common wrapper to existing information structures.

In Table 1, an excerpt of the volcano ontology in OWL defined by the
Semantic Web for Earth and Environmental®Terminology is presented. Some
superclasses are shown. From this, a taxonomy can then be derived or vicev-
ersa in a semi-automatic way by means of appropriate ontology software tools.
Representing knowledge about a domain as an ontology is a challenging process
which is difficult to do in a consistent and rigorous way. It is easy to lose consis-
tency and to introduce ambiguity and confusion [2]. Ontologies can be expressed
with varying degrees of formality according to the level of formalisms they can
be written, however the following four categories are the most common ways to
express them [38, 7]:

1. Highly informal written using unstructured natural language, usually as
a list of terms, no axioms, no glosses at all, stored in a raw file.

2. Semi-informal restricted and structured using natural language, no axioms,
glosses appear usually as a data-dictionary, may use more complex data
structures to be stored.

® http://sweet.jpl.nasa.gov
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Table 1. A excerpt of a volcano ontology.

<owl:Class rdf:about="#Volcano">

<rdfs:subClass0f rdf:resource="#TopographicalRegion"/>
<rdfs:subClassOf rdf:resource="#VolcanicSystem"/>

<rdfs:subClass0f>
<owl:Restriction>

<owl:onProperty rdf:resource="#primarySubstance"/>

<owl:someValuesFrom rdf:resource="&substance.owl;#Magma"/>
</owl:Restriction>

</rdfs:subClassOf>
</owl:Class>

3. Semi-formal using a formally defined language, a collection of concepts
with a partial order induced by inclusion, basic axioms, some basic searching
tasks may be carried out, stored in centralized databases.

4. Rigorously formal including axioms, theorems and proofs, inference and
reasoning tasks can be carried out, stored in distributed repositories.

The last two are the most appropriate for software agents to use in the context

of the semantic web, in particular the last one as it provides mechanisms to carry
out inference and reasoning.

3 Related Work

One of the most important aspects of monitoring volcano activity is forecasting,
on one hand. An important number of research papers on this area are found in
the literature. On the other hand, in the context of the semantic web, perhaps
the most important aspect is related to mapping unstructured data into software
agent enable knowledge [3]. In the next subsections we have a brief look at some
work done on the computational aspects of volcanology. We move then onto the
ontology construction and taxonomy systems aspects.

3.1 Volcanology

A vast source of research is [41]. In this book, the properties of volcano-tectonic
earthquakes are described. A methodology and some applications for predicting
eruptions are discussed. A classification of volcanic earthquakes is also presented.
A study of volcanic explosions carried out onto four volcanos is described in
[39]. This study focuses on applying several basic statistical techniques to small-
scale events in trying to find clustering properties. An important software tool
for volcanic-domain data is visualization. In [16] a study that explores these
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techniques is presented. Researchers in the geoscience areas consider increasingly
important using visualization and clustering software tools as an useful device to
analyse data. The Volcano of Colima, Mxico, is one of the most active volcanoes
in the world and the Telemetric Seismic Network (RESCO) monitors it. In Table

2, an excerpt of volcano signal sampling is presented.

Table 2. Seismic signal samples. Date and time omitted

##### TipEvent EZV4 EZVS  Lat. Long. Mag. Prof. VelAp. #E Archivo

00046 ve 408 416 19.519 -103.629 3.8 0.8 17.97 6 02030131.rss
00047 1p 38 46 19.528 -103.612 1.0 2.8 14.68 6 02030202.rss
00048 ve 380 385 19.525 -103.607 3.7 2.9 11.57 6 02030240.rss
00049 1p --- 25 19.831 -103.526 0.6 15.0 10.43 3 02030255.rss
00050 1p 26 26 19.815 -103.489 0.7 15.0 12.09 3 02030257.rss
00051 1p 34 24 19.826 -103.512 0.8 15.0 10.31 3 02030258.rss
00052 rf 75 --- 1 02030640.rss
00053 1p 12 12 19.827 -103.516 -0.1 15.0 11.00 3 02030813.rss
00055 ve 401 410 19.525 -103.628 3.7 1.7 17.00 6 02031045.rss

3.2 Constructing Ontologies

For the volcano domain ontology construction process it is important to identify
knowledge components and not to start from scratch. A good ontology assures
scientists that software agents can reason properly about the domain knowledge
and, for instance, forecast important events. Web ontologies can take rather
different forms [36]. In [7] an early approach, the so-called Simple HTML On-
tology Extension (SHOE) in a real world internet application is described. This
approach allows authors to add semantic content to web pages, relating the
context to common ontologies that provide contextual information about the
domain. Most web pages with SHOE annotations tend to have tags that catego-
rize concepts, therefore there is no need for complex inference rules to perform
automatic classification.

Two ubiquitous and inter-related concepts in meta-level descriptions of infor-
mation are hierarchy and prozimity. Data samples, in a dataset, can be described
as being close to one another if they are similar in some sense (eq.1). Two sam-
ples might be close in one respect, say writing style, but distant in another
respect, for example content. We are more interested in the latter. On one hand,
a distance measure applied to a set of samples results in a partial order relation
which can form the basis for an ontology [31], for instance by using the Euclidean

distance:
; TkYk

cij =
1/271%29%
kK

(1)
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It is desirable to have an objective measure of the quality of a given ontology in
order that a decision can be made as to whether one representation is better or
worse than another. At this point, it is very important to state that a domain
expert must be always part of the team for validating the ontology.

3.3 Taxonomy systems

Creating a volcano domain taxonomy scheme may help improve predicting soft-
ware systems. Again, ontology is a useful framework to construct such a schemes.
Support for browsing using classification hierarchies is an important tool for
users of digital archives, eg YahooScategories. Users would like the data to be
structured in a way that makes sense from their point of view. The purpose
of browsing an environment is to present the data in a structured way such
that this facilitates the discovery of information for a given purpose. We are
able to do so by using ontologies as taxonomy systems as well. In [32] a dis-
tributed architecture for the extraction of meta-data from WWW documents is
proposed which is particularly suited for repositories of historical publications.
This information extraction system is based on semi-structured data analysis.
The system output is a meta-data object containing a concise representation
of the corresponding publication and its components. These meta-data objects
can be classified and organized and then interchanged with other web agents.
In [17] an intelligent agent for libraries is described. This inhabits a rich virtual
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Fig. 1. Basic Approach. The ontology components from the domain are clustered to-
gether by a SOM. Further processing would allows us to embed this knowledge by

means of OWL, for instance, into semantic digital archives for the current web to be
transformed into software agent enable knowledge.

environment enhanced with various information tools to support searching.
Another interesting project is presented in [19], where the results of applying
the WEBSOM2, a document organization, searching and browsing system, to
a set of about 7 million electronic patent abstracts is described. In this case,
a document map is presented as a series of HTML pages [acilitating explo-
ration. A specified number of best-matching points are marked with a symbol
that can be used as starting points for browsing. Documents are grouped using
Self-Organizing Maps (SOM), and then a graphical real-world metaphor is used
to present the documents to users. That system was used as a front-end to a
search engine. SOMLib and libViewer [28]. In SOMLib, maps can be integrated

® http://www.yahoo.com



54 Pulido JRG, Michel EMR, Aréchiga MA. and Reyes G

to form a high-level library. This allows users to choose sections of a library to
create personal libraries. Hierarchical feature maps consist of a number of indi-
vidual self-organizing maps, and are able to represent the contents of a document
archive in form of a taxonomy [24].

4 Our Approach

Our system (fig.1) can be regarded as a set of software tools that helps in the
semi-automatic construction of domain-specific ontologies, in particular by clus-
tering together a number of elements of the following sets [31]:

1. Set of objects (entities, concepts).
2. Set of functions (for example is-a).
3. Set of relations (has for instance).

Domain experts are always needed in order to validate the ontology components
that have been identified. It can be inferred that an ontology should be produced
in a bespoke manner to suit its purpose. This of course raises the crucial question
of how such a purpose may be identified and specified. Linguistic resources such
as Wordnet may help the domain expert in the validation of the ontology. Links
to a set of hyponyms, incluiding instances, in WordNet”as explained in [25] can
be introduced. Orology, speleology, and geophysics are hyponyms of geology.
Asama, Pinatubo, and Colima are instances of Volcano for example.

4.1 Preparing the dataset

The obvious source of information for constructing a volcano-domain ontology is
the data contained in the digital archives themselves. Datasets can be regarded
as high dimensional vector spaces and can be represented either in a tabular
form as shown in the following table:

D|vy - Um
silaiy *+- a1m

Sn|@1n *** Onm

or in a mathematical way as follows:
di = ajie (2)
k

where {vy, -, v, } are n-dimensional variables, and {s,- - -, s,} are m-dimensional
samples, ey is the unit vector and ajy is the frequency of occurrence of v; in s.

7 http://wordnet.princeton.edu/perl/webwn
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Our system consists of two applications: Spade and Grubber [5]. The former pre-
processes data and creates a dataspace suitable for training purposes. The latter
is fed with the dataspace and produces knowledge®maps that allow us visualize
ontology components contained in the digital archive. As we have mendtioned, in
a semantic context, they may later be organized as a set of Entities, Relations,

and Functions. Problem solvers use this triad for inferring new data from [9,
10,26] and carrying out reasoning.

4.2 Visualzing ontology components

By using Self-Organizing Maps we are able to cluster together volcano-domain
ontology components. SOM can be viewed as a model of unsupervised learning
and an adaptive knowledge representation scheme. Adaptive means that at each
iteration a unique sample is taken into account to update the weight vector of

a neighbourhood of neurons [18]. Adaptation of the model vectors take place
according to the following equation:

mi(t + 1) = m;(t) + hei(t)[x(t) = ma(t)) (3)

where t € NV is the discrete time coordinate, m; € R" is a node, and hei(t) is a
neighbourhood function. The latter has a central role as it acts as a smoothing
kernel defined over the lattice points and defines the stiffness of the surface to
be fitted to the data points. This function may be constant for all the cells in
the neighbourhood and zero elsewhere. A common neighbourhood kernel that

describes a natural mapping and that is used for this purpose can be written in
terms of the Gaussian function:

112
hes®) = at) exp( e =7l 4
le (t) a(t) exp( 20_2“) ) ( )

where r¢, 7; € R? are the locations of the winner and a neighbouring node on the

grid, af(t) is the learning rate (0 < a(t) < 1), and o(t) is the width of the kernel.

Both a(t) and o(t) decrease monotonically. The major steps of our approach are
as follows:

1. Produce a dataspace. A dataset is created with the individual vector spaces
from the domain by spade. In some cases, when the dataset already exists,
spade carries out a pre-processing validation task.

2. Construct the SOM. A second software tool, grubber, is fed and trained with
the dataset and ontology maps are then created .

Ontology components can be visualized clustered together from the knowledge
maps created. In most cases, raw datasets have to be pre-processed. Once the
dataset is a valid one, grubber can be fed into with them. We start with a
randomly initialized map and after a training process, clusters of ontology com-
ponents can be readily identified from the map. The regions on the maps are

® Ontology maps and knowledge maps are here used indistinctly.
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formed by merging nodes that have the same most representative samples. After
the maps are trained through repeated presentations of all the samples in the
collection, a labelling phase is carried out. Neighbouring nodes that contain the
same winning elements merge to form concept regions. The resulting maps rep-
resent areas where neighbouring elements are similar to each other. The soltware
interface created allows us to relate information from the samples in such a way
that each node has a feature that relates to its corresponding subfeatures. This
can be seen as we browse the maps and that help us understand the clusters
that have been formed. Some classic approaches to the problem of clustering,
on one hand, include partitional methods [29], hierarchical agglomerative clus-
tering [34], and unsupervised bayesian clustering [27]. A widely used partitional
procedure is the k-means algorithm [15]. A problem with this procedure is the
selection of k a priori. PCA, on the other hand, is an excellent tool for reducing
the size of the dataset. It allows the distance between samples to be measured
in a well-defined and consistent manner [6]. An alternative to these methods is
SOM which does not make any assumptions about the number of clusters a pri-
ori, the probability distributions of the variables, or the independence between
variables. A comparative of these methods is not presented here. Preliminary re-
sults were surprisingly close to our intuitive expectations. After this, some other
ontology tools such as editors can be used to organize this knowledge. Then, it
can be embedded into the digital archive where it was extracted from by means
of any of the ontology languages that exist (fig.2). Some results of applying our
approach in other domains have been reported [35], and we are now further re-
searching on the volcano domain in order to validate our results. At this stage
we have already considered the use of hybrid systems that in combination of
our approach will help in the semi-automatic construction of specific-domain
ontologies [21].

5 Conclusions

The vast amount of data generated by volcanoes has eventually to be transformed
into semantic data. In the context of the semantic web, by using semantic knowl-
edge, software agents are able to carry out inference and reasoning tasks for us.
In the volcano-domain, software agents may be of help in forecasting important
events. An ontology is a form of knowledge representation that provides a com-
mon vocabulary of concepts and relationships which may be used to inform a
viewer, a search engine or to inform other software entities. Agents have to in-
teract with other agents using these dissimilar concepts. Therefore mechanisms
and forms to exchange information and knowledge among different disciplines
are needed. As we have already seen, ontologies can be used to give a sense of or-
der to unstructured digital sources such as volcano-domain data. The acquisition
and representation of knowledge needs to take into account the complexity that
is often present in domains as well as the needs of the agents carrying out the
search, a volcano-domain expert is always needed in order to assure the quality
of the ontology created.
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Fig. 2. After a training process, a randomly initialized SOM (left) becomes a catego-
rized one (middle). Then an ontology can be derived (right).

In this paper we have presented a novel approach that generates clusters of
volcanic activity and can readily help us identify situations of risk for predicting
important events. However, some more research is required in order to fine tune
the semi-automatic specific-domain ontology creation process.
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Abstract. The problem of shape analysis has played an important role
in the area of image analysis, computer vision and pattern recognition.
In this paper, we present a new method for shape decomposition. The
proposed method is based on a refined morphological shape decompo-
sition process. We provide two more analysis for morphological shape
decomposition. The first step is scale invariant analysis. We use a scale
hierarchy structure to find the invariant parts in all different scale level.
The second step is noise deletion. We use graph energy analysis to delete
the parts which have minor contribution to the average graph energy.
Our methods can solve two problems for morphological decomposition
- scale invariant and noise. The refined decomposed shape can then be

used Lo construct a graph structure. We experiment our method on shape
analysis.

1 Introduction

Shape analysis is a fundamental issue in computer vision and pattern recognition.
The importance of shape information relies that it usually contains perceptual
information, and thus can be used for high level vision and recognition process.
There has already many methods for shape analysis. The first part methods can
be described as statistical modeling [4] [12][9] [11]. Here a well established route
to construct a pattern space for the data-shapes is to use principal components
analysis. This commences by encoding the image data or shape landinarks as
a fixed length long vector. The data is then projected into a low-dimensional
space by projecting the long vectors onto the leading eigenvectors of the sample
covariance matrix. This approach has been proved to be particularly effective,
especially for face data and medical images, and has lead to the development
of more sophisticated analysis methods capable of dealing with quite comnplex
pattern spaces. However, these methods can’t decompose the shapes into parts
and can’t incorporate high level information from shape. Another problem which
may hinder the application of these method is that the encoded shape vectors
must be same length which need large human interaction pre-processing.
Another popular way to handle the shape information is to extract the shape
skeleton. The idea is to evolve the bonndary of an object to a canonical skeletal
form using the reaction-diffusion equation. The skeleton represents the singular-
ities in the curve evolution, where inward moving boundaries collide. With the

© G. Sidorov (Ed)
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skeleton to hand. then the next step is to devise ways of using it to characterize
the shape of the original object boundary. By labeling points on the skeleton us-
ing so-called shock-labels, the skeletons can then be abstracted as trees in which
the level in the tree is determined by their time of formation[15.8]. The later
the time of formation, and hence their proximity to the center of the shape, the
higher the shock in the hierarchy. The shock tree extraction process has been
further improved by Torsello and Hancock[16] recently. The new method allows
us to distinguish between the main skeletal structure and its ligatures which may
be the result of local shape irregularities or noise. Recently, Bai, Latecki and Lin
(1] introduced a new skeleton pruning method based on contour partition. The
shape contour is obtained by Discrete Curve Evolution [10]. The main idea is to
remove all skeleton points whose generating points all lie on the same contour
segment. The extracted shape skeleton by using this method can better reflect
the origin shape structure.

The previons two shape analysis methods, statistical modeling and shape
skeletonization. can be used for shape recognition by combining graph based
methods. For example, Luo, Wilson and Hancock [2] show how to construct a
linear deformable model for graph structure by performing PCA(Principal Com-
ponent. Analysis) on the vectorised adjacency matrix. The proposed method
delivers convincing pattern spaces for graphs extracted from relatively simple
images. Bai, Wilson and Hancock[18] has further developed this method by in-
corporating heat kernel based graph embedding methods. These method can be
used for object clustering. motion tracking and image matching. For the shape
skeleton methods, the common way is to transform the shape skeleton into a
tree representation. The difference between two shape skeletons can be calcu-
lated through the edit distance between two shock trees[16].

Graph structure is an important data structure since it can be used to rep-
resent the high level vision representation. In our previous work [19], we have
introduced an image classifier which can be used to classify image object on dif-
ferent depictions. In that paper, we have introduced an iterative hierarchy image
processing which can decompose the object into meaningful parts and hence can
be used for graph based representation for recognition.

In this paper, we will introduce a new shape decomposition method. Our
method is based on morphological shape decomposition which can decompose
the binary shapes through iterative erosion and dilation process. The decom-
posed parts can then be used to construct a graph structure i.e. each part is a
node and the edge relation reflect the relationship between parts, for graph based
shape analysis. However, morphological shape decomposition has two shortcom-
ings. First, the decomposition is not scale invariant. When we change the scale
level for the same binary shape the decomposition is different. Second, the de-
composed parts contains too much noise or unimportant parts. When we use
graph based methods for shape analysis these two problems will certainly pro-
duce bad influence for our results. Our new method provide two more analysis
for morphological decomposition. We first solve the scale invariant problem. We
decompose the shape through a hierarchy way. From top to bottom each level
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representing a different scale size for the same binary shape from small to big.
We decompose each level through morphological decomposition and then find
the corresponding parts through all levels. We call these parts invariant in all
scale levels and use them to represent the binary shapes. The second step is
used to delete the noise parts which are normally unimportant and small. We
construct the graph structure for the decomposed parts and use graph energy
method to analysis the structure. We find the parts( nodes) which has minor or
none contribution to the average energy for the whole graph structure. The rest
parts are kept as important structure for the shape.

In Section 2. we first review some preliminary shape analysis operations i.e.
the tradition morphological shape decomposition. In Section 3. we describe a
scale invariant shape parts extraction method. In Section 4, we will describe our
graph energy based noise deletion and in Section 5 we provide some experiment
results. Finally, in Section 6. we give conclusion and future work.

2 Background on Morphological Shape Decomposition

In this section, we introduce some background on shape morphology operation.
Morphological Shape Decomposition (MSD)[14] is used to decompose the shape
by the union of all the certain disks contained in the shape. For a common
binary shape image, it contains two kinds of elements "0"s and "1"s, where "0
represents backgrounds and " 1” represents the shape information. The basic idea
of morphology in mathematics can be described as below

(M), = m+umeM (1)

. There are two basic morphological operations, the dilation of M by § and the
erosion of M by S, which are defined as [ollows:

Mes=|J M)y (2)
s€S
and
Mes=]J 0 _g (3)
sES

. There are also two [undamental morphological operation based on dilation and

erosion operations, namely the opening of M by S(M o S) and closing of M by
S(M o S). The definitions are given below:

MoS=(MeS)eS (4)
MeS=(M®S)eS (5)

A binary shape M can be represented as a union of certain disks contained
in M

N
M=Uh®m (6)
=0
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Fig. 1. An example for morphological shape decomposition.

where Ly = X © NB and

N
Li=M(|J )eiB 0<i<N (7)

J=itl
N is the largest integer which satisfy
MeNB#0

it can be computed by an iterative shape erosion program. B is defined as
morphological disks. We call L; loci and 7 as corresponding radii. We follow the
work by Pitas and Venetsanopoulos [14] to compute the L; and i. This can give
us an initial shape decomposition.

An example is shown in Figurel. Here two shapes(the left column) are given,
in which a rectangular shape can be decomposed into five parts. In the upper-
middle column of Figure 1 there are one center part and four corners. However,
different with the normal shape representation which contains two elements, 05
and 1s. the loci part is represented by the elements of i and the backgrounds
are still 0. It is called "Blun Ribbon”. With this representation at hand, we
can reconstruct the origin shape(14]. The right column in this figure shows the
reconstructed shapes by using the "Morphological Ribbon”.

3 Scale Invariant Structure Extraction

In the introduction part, we have emphasized the importance of incorporating
graph structure representation with shape analysis. It is normal to construct a
graph structure from morphological shape decomposition. We can simply treat
each part as a node in the graph and the edge relationship is deduced from the
adjacency between each pair of parts. If two parts are adjacent or overlap then
the weight between the two corresponding nodes are non-zero. In this paper,
we dilate the parts with the disk radius size two more than the origin eroded
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Fig. 2. Graph structure example from morphological shape decomposition.

skeleton. For example, if two parts I and J’s radius are ri and rj with I and J
the corresponding loci, we first dilate these two parts by the radius r; + 2 and
rj + 2. Then the weight between parts I and J is and(Ig (ri +2) J& (r; +
2))/or(I & (ri +2) J® (r; +2)) which reflect both the overlap and adjacent
relationship. We can use a five nodes graph to represent the rectangular shape
2 while the center is connected with four corners.

However, the graph structure constructed from this morphological based
shape decomposition method is not suitable for graph based shape analysis.
It is sensitive to scaling, rotation and noise [7]. An example is shown in Figure 3
here we decompose a set of different size rectangular , we can observe two things
1) It doesn’t satisfy scale invariant. As we can see, when the scale is different
the decomposition results is different. At the small scale level, the rectangular
shape decomposed skeleton include one line and four small triangles. While at
large scale level. the skeleton include one line and twelve triangles.

3.1 Hierarchy Morphological Decomposition

We propose a solution which is to decompose the shape in different scale and
find the corresponding matching parts to represent the shape. The idea is when
a shape is given, we squeeze and enlarge the shape image in a sequence list. We
decompose this sequence image shapes. We then find the corresponding parts
for this sequence shape decomposition. The stable scale invariant shape decom-
position is then found by choose the parts which appear in all different scale
levels.

In Figure 3, we still use the example of the rectangular, we first squeeze
and enlarge the shape by 15 percent each time. We choose three squeezed and
three enlarged shapes — altogether we have five shapes. We then decompose this
sequence through morphological decomposition described in the previous section.
We then find the correspondence in a hierarchy style. From the correspondence
results, we notice that the parts which appear in all levels are the center line and
four dots in the corners. The proposed methods can solve the scale invariants
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Fig. 3. Example for the same shape morphological decomposition in different scale.

problem for shape decomposition. Like SIFT feature [5], we consider the shape
decomposition through a hierarchy way.

4 Graph Energy based Noise Deletion

We continue to use the idea from spectral graph theory (3] to delete the noise
in morphological shape decomposition. Our idea is to use graph Laplacian en-
ergy which reflect the connectiveness and regularity for the graph to delete the
parts(nodes) which has minor or none contribution to the average graph Lapla-
cian energy per node. The solution is to iteratively delete the parts and finally
stop this process when the average graph Laplacian energy per node never rise.

We first review the graph Laplacian energy [6]. The Laplacian matrix is
defined as L = D— A. in which D is a degree matrix, and A an adjacency matrix.
Laplacian graph energy has the following standard definition: for a general graph
G = (V A), with arc weights w(i j) the Laplacian energy is

m

8(G)=;’A,--2V

In which: the \; are eigenvalues of the Laplacian matrix; m is the suin of the arc
weights over the whole graph, or is half the number of edges in an unweighted

(8)
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graph; V' is the number of nodes in graph. Note that 2m/ V is just the average
(weighted) degree of a node. Now, the Laplacian energy of a graph can rise or
fall; our tests show that this rise and fall is strongly correlated with the variance

in the degree matrix D. This means local minima tend to oceur when the graph
is regular.

Since we want to use graph Laplaican energy, we need to first construct a
graph structure for morphological decomposed parts. The graph structure can
be constructed through the method from previous section. We treat cach parts
from morphology decomposition as a node in the graph G, the edge relationship
is found through the adjacency and overlap relationship between each pair of
parts.

The process of noise deletion is listed helow: 1) We compute the initial average
graph energy for the initial state decomposition E(G)/ N . 2) For each iteration,
we go through all the nodes in the graph G. For each node we judge whether
we should delete this node. We just compare the previous average graph energy
E£(G)/ N with the average graph energy with this node deleted £(Gg4;)/ N —
i, where Gy; is the graph with ith nodes deleted. If the the average graph
energy £(Gui)/ N —i is larger than the previous average energy then we should
delete this node and update the graph structure G. 3) Repeat step two, until
€(Gai)/ N —i never rise. 4) Output the final decomposition.

The previous process can detect the nodes which has weak link with rest
nodes in the graph. It will prune the graph structure until it near or reach
regular while keep strong connectiveness within the rest nodes.

5 Experiment

In this section, we provide some experiment results for our methods. Our process
can be simply described as below:

— For a given binary shape, we first squeeze and enlarge it to construct the
hierarchy scale levels from small to big.

— Perform morphological shape decomposition for each level, in this paper we
use Pitas and Venetsanopoulos [14] method. Find the corresponding match-
ing parts through all levels. These parts input for the next step.

— Use the output from last step to construct the graph structure. Use average
graph energy method to delete the noise nodes(parts) in the graph. Repeat
this step until the average graph energy never rise. Output the final graph
structure.

We experiment on shock graph database which composed of 150 silhouettes
of 10 kinds of objects [16]. An example of database is shown in Figure 4.

In Figure 5. we give some results for our methods, here in the left column is
the origin shape, the middle column is the pruned skeleton parts from morpho-
logical shape decomposition and the right column is the re-constructed shape by
using the skeleton centers in the middle column. From this example, we can see
that our algorithm can reduce sowme noise parts from the origin morphological
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Fig. 4. Sample views of the silhouette objects

decomposition while keep the important parts. It can be seen that the recon-
structed shapes are quite similar to the original shapes and thus keeps the most
important information for further analysis.

In table 1 we listed the variation for the number of parts within the same
class for tradition morphological shape decomposition method(MSD) and our
method. It is clear that the variations for the number of parts for the tradition
morphological shape decomposition is higher than our method.

Table 1. Variation for the number of parts with different shape decomposition meth-
ods.

Class Name|MSD|Our Mcthod
Car 8.5 4.1
Children 11.4 6.7
Key 9.0 5.0
Bone 8.5 4.7
Hammer 4.5 3.2

6 Discussions and Conclusions

In this paper, we proposed a new shape decomposition method which extended
the morphological methods. It can conquer two problems for the current morpho-
logical methods, scale invariant and noise. We have proposed a graph Laplacian
energy based hierarchy shape decomposition. We can extract more stable graph
structure by using our methods. Qur next step is to use these graph structures to
do shape analysis. One possible way is to combine the spectral graph invariants
[17] for shape recognition. Recently, Trinh and Kimia [13] has proposed a graph
generative for shape through the analysis of shock graphs. We can also extend
our methods with graph generative model for morphological decomposition.



Shape Decomposition for Graph Representation 71

Fig. 5. Example for our methods
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Abstract. In this paper, we shall critically examine a special class of
graph matching algorithms that follow the approach of node-similarity
measurement. A high-level algorithm framework. namely node-similarity
graph matching framework (NSGMI framework), is proposed, from
which, many existing graph matching algorithms can be subsumed,
including the eigen-decomposition method of Umeyama, the polynomial-
transformation method of Almohamad, the hubs and authorities method
of Kleinberg, and the kronecker product successive projection methods of
Wyk, etc. In addition, improved algorithms can be developed from the
NSGM framework with respects to the corresponding results in graph
theory. As the observation, it is pointed out that. in general, any
algorithm which can be subsumed from NSGM framework fails to work
well for graphs with non-trivial auto-isomorphism structure.

Keywords: Graph matching, node-similarity.

1 Introduction

Graph, as a powerful and versatile mathematical tool, is widely used for the
description of structural objects in many application areas such as case-based
reasoning, semantic networks, document processing, image analysis, biometric
identification, computer vision, video analysis, and so on.

In applications such as pattern recognition and computer vision, object
similarity becomes the most important issue and based on the graph
representation, object similarity is simply transfer into the similarity degree
between two graphs which is known as the graph matching problems.

Various algorithms for graph matching problems have been developed,
which, according to (7], can be classified into two categories: (1) search-based
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methods which rely on possible and impossible pairings between vertices; and
(2) optimization-based methods which formulate the graph matching problem
as an optimization problem. Generally speaking, on one hand, search-based
methods will find optimal solutions, but require exponential time in the worst
case. On the other hand, optimization-based methods normally require only
polynomial-bounded computational time, but in some cases may fail to find
the optimal solution.

Most search-based approaches use the idea of heuristics [13, 15, 16] to
reduce the size of the searching space, while optimization-based methods have
followed distinct approaches, which again can be roughly classified in to two
groups, (1) traditional optimization based methods including linear
programming methods [2], quadratic programming approaches [12], DBayesian
methods [6], relaxation labeling [9], neural network [14], genetic algorithm [11]
and so on; (2) special theory based methods including symmetric polynomials
transformation [1], kronecker product successive projection [4], eigen-
decomposition method [17, 18], spectral embedding approach [3], and hubs
and authorities method [5, 10], etc. In general, the traditional optimization
based methods transfer the graph matching problem to a classical
optimization problem and traditional optimization algorithm can be directly
applied, but this transformation sometimes conceals the essence and makes
the algorithm hard to be analyzed and improved. On the other hand, every
special theory based method usually provides a simple theoretical foundation
to deduce and analyze the corresponding graph matching algorithm, so the
principles and applied scope is relatively clearer. However, most special theory
based methods are only applicable for very special kind of graph pairs.

In this paper, instead of a new graph matching algorithm, an abstract
algorithm template called node-similarity graph matching algorithm template
shall be presented. This algorithm template can be seen as an abstraction of
many graph matching algorithms, such as SPGM of Almohamad (1], EDGM
of Umeyama [17], HAGM of Kleinberg [10], LSKPGM of Wyk [4], etc. In this
sense, a unified analysis and comparison can be provided on the starting
points, execution processes and constraints of these graph matching
algorithms. The rest of this paper is organized as following: Basic notations of
graph matching problem and node-similarity matching algorithm template are
introduced in section 2. Several concrete node-similarity algorithms are
proposed, tested and compared in section 3. In section 4 we shall extends the
node-similarity graph matching algorithm template for matching multiple-
weighted graph pairs and in section 5 an important limitation of node-
similarity graph matching algorithms are pointed out that all these algorithms
are not suitable for self-similar graphs. Section 6 simply concludes this paper.
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2 Graph Matching Problems

Following the definition of [1], a weighted graph G is denoted as an ordered
pair (N, w), where N is a set of nodes and w is a weighting function assigning
a weight w(v;, v;) to each pair of nodes (vi» v;) (edge of the graph). The
adjacency matrix of a weighted graph G = (V, w) is defined as A; = {g;},
ghere & =w(vi,v),1,j=1,2,..,n and n is the number of nodes in graph

Note: in this paper, only fully weighted graphs with no multiple edges are
considered.

- F or t.he reason of simplifying repression, without confusion, we shall not
distinguish a weighted graph G and its corresponding adjacency matrix Ag. In

othcler words, we shall simply express the adjacency matrix of G as graph G
itself.

The problem of matching two weighted graphs G and H of n nodes is to
find a one-to-one correspondence between the two corresponding sets of nodes
that minimizes the distance between G and H, which can be formulated in
terms of Frobenius-norm (denoted as le]l. ) as:

arg min PGP™ — H , (1)

Peperm(n)

Where G and H are the adjacent matrices of the weighted graphs to be
matched and perm(n) is the set of all n-by-n permutation matrices.

Note: in this paper, we only handle the matching of two graphs with the
same size.

3 Node-similarity Graph Matching Algorithm Template

In general, completely solving formula (1) is nearly impossible, so we
propose the node-similarity based algorithm template as follow:

arg min[[P - (G, )| (2)
Peperm(n)

Where § is a node-similarity function from R™® xR™"to R™" satisfying
S(PGPT,H) =S(G,H)PT, for all P € perm(n) (3)

In other words, S(G, H) is a n-by-n matrix whose (ij)-entry expressing
some kinds of similarity between j-th node of graph G and i-th node of graph
H. (DO NOT mistake the order of i and j here)

Note 1: formula (2) is called a template either than an algorithm, because
the function S is left to be open, and each implementation of S will provide
corresponding node-similarity, and then matching algorithm.
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Note 2: formula (3) states that the similarity of two nodes is independent
with the order of the node in the graph.

Note 3: formula (2) can be easily solved by the Hungarian algorithm [8].

So a unified framework to generate and analyze graph matching algorithm
is constructed based on the implementation of node-similarity function S.

4 Some Algorithms of NSGM Template

In this section, some algorithms of the NSGM template will be introduced. We
use several Matlab command as denotations that supposing T is any symbols
expressing a matrix, then T(k,:) denotes the k-th row of T, G(:,k) denotes k-
th column, and T(i,j) denotes the ij-th entry of T. ® denotes the kronecker
product operator and vec() denotes the vectorization operator. sum(), sort(),
poly(), and diag() have the same meaning with corresponding Matlab

functions.

4.1 Directly Constructing NSGM Algorithms

Theorem 1: The following functions are all node-similarity functions.
$,(G, H)(i, j) =—{G(. ) — H(» )

$,(G.H)Gj) =Y, Y Glk, ) x H(Li)

k=l 1=l
S, =vcc((G®I-I+GT @HT)"‘xin:,.), where m can be any natural number

and ],:,,is a column vector with all n* elements 1.
The proof can be provided by verifying that formula (3) holds for S,, S, and
S,, where 1) and 2) is elementary and 3) can be simply proved by induction

on m. Details are omitted here.

Note 1: the corresponding node-similarity matching algorithm of function S,
is actually equivalent to the least square kronecker product graph matching
algorithm of Wyk [4].

Note 2: the corresponding node-similarity matching algorithm of function S,
is actually equivalent to the hubs and authorities matching algorithm of
Kleinberg [10].

Obviously, LSKPGM and HAGM algorithms have been re-interpreted in a
simple and unified form.

4.2 Constructing NSGM Algorithms by Node-attribute Functions

From Theorem 1, it can be seen that to construct a node-similarity function,
one has to consider a graph pair G and H at the same time, which sometimes



A Critical Examination of Node-Similarity Based Graph Matching Algorithms 77

makes the construction a little complicated. In this section a new kind of

functions called node-attribute functions will be introduced to simplify the
construction.

Definition 1: A node-attribute function is a function f:R™" — R™™
which satisfies

f(PGP™)=Pf(G), for all G R™" and P € perm(n) (4)

Intuitively, f can be seen as a function mapping the edge attribute of graph
G to its node attribute.

We shall give some examples of the node-attribute functions.

Theorem 2 : The following functions are all node-attribute functions:
£,(G)(k,:)=[sum(G(k,:)), sum(G(:,k))]
£(G)(k,:)=[sort(G(k,:)), sort(G(:,k))]
fﬁ(G)(kv:)zlp()IY(G(k’:))s pOlY(G(’k))]

G
£(G)(:.k)= diag(-—k) o k=120
n

The proof can be provided by verifying that formula (4) holds for f.f;,
which are elementary and are omitted here.

Theorem 3: Function f, satisfies formula (4) if the matrix G’ (defined
below) only has single eigenvalues.

fs(G)=A, where A is calculated by 3 steps:
T T

8.1) G':=G+2G +'G'2G J=1

8.2) Calculating the eigen-decomposition of the matrix G' =UDU’, where
D is the diagonal matrix of eigenvalues in descending order.

8.3) A =abs(U), which is the matrix whose entries are the absolute value
of corresponding entries of U.

The proof is trivial.

Note: the function f; doesn’t satisfy formula (4) for general case if the
matrix G’ has multiple eigenvalues.

Using the node-attribute function, one can easily construct the
corresponding node-similarity function by the following theorem.

Theorem 4: Let f be a node-attribute function, and S; is defined as:

S¢(G,H) = f(H)x f(G)"

Then S; is a node-similarity function.

Followed by Theorem 4, each node-attribute function in this Theorem
defines a corresponding node-similarity function denoted as S,, to Sy The
matching algorithm by node-similarity functions S; and S, are exactly the
symmetric polynomials transformation graph matching algorithm SPGM of

Almohamad (1] and the eigen-decomposition method EDGM of Umeyama [17]
respectively.
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4.3 Testing of NSGM Algorithms

In this section, these algorithms generated by node-similarity function from S,
to S, are numerically compared. In each test, 500 pairs of isomorphic matrices
are generated by Matlab, whose elements are uniformly random numbers in
[0, 1]. For each pair G and H, a perturbation matrix E is added to Graph H,
where every elements of E is a uniformly random number in [0,g].
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Fig. 2. Average error for €=0.10

Then the average of matching error for these algorithms are calculated and
compared. The matching error is defined as:

er(S,G,H) = HPSGP;- = HHF -"P WGPy - H"F
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where P, is the best matching permutation of G and H, Py is the matching

result calculated by node-similarity algorithm corresponding to node-similarity
function S.

The test result for €=0.05, 0.10 and 0.15 are shown in Fig 1-Fig 3.
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Fig. 3. Average error for €=0.15

These eight algorithms are clearly in three groups: (1) inaccurate
algorithms including S,, S, and LSKPGM; (2) roughly accurate algorithms
including S, and SPGM; (3) accurate algorithms including: HAGM, EDGM
and S;. The algorithm of S, based on simply sorting the matrix elements, gets
almost zero-error in all three tests, which in one respect indicates that

complex computations usually cover the essence of the problem instead of
revealing the essence.

4.4 Computational Complexity

All these algorithms have two main steps, the calculation of node-similarity
and the calculation of permutation by Hungarian algorithm. The latter’s

computational is well known as O(n®), where nis the number of nodes in
graph G and H.
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Table 1. Computational complexity of NSGM algorithms

Complexity  Calculating Calculating
node- permutation In All
Algorithm similarity matrix

S1 o(n?) o(n’) O(n’)
LKPGM O(n) o) O(n")
HAGM O(n’m) Oo(n*) O(n’m)
S4 o(n*) Oo(n*) O(n®)
S5 o(n) O(n’) Oo(n%)
SPGM o) o(n%) O(n’)
S7 o(n) O(n®) O(n")
EDGM o(n’) o(n*) O(n*)

5 Extension

In the discussion above, only the weighted graphs are considered. But at some
circumstance, we have to deal with the multi-weighted graph matching
problems which can be defined as:

m
::E:::j:;;“PGiPT _ Hi"F

where the G, and H, are the i-th weight matrices of graph G and H.
The node-similarity algorithm template can be directly expanded for these

multi-weighted graphs as:

arg min|[P[L,1,---,1]=[S(G}, H, ),S(G5,H,),+,S(Gm, H)l|

Peperm(n)

where I is the n-by-n identity matrix.

From above, we can see that to solve a multi-weighted graph matching
problem using the node-similarity algorithm is as simple as the normal

weighted graph matching problem.

6 Limitation of NSGMT

Let S be a node-similarity function satisfying (3)
S(PGPT,H) = S(G,H)P", for allP € perm(n) .
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(01 0 0 0]
001 00O
Specially, we choose P, =|: ! : ". :
0 00 01
100 0 0
Graph G is also chosen to be special that satisfying
Then from formula (3), we get
S(G,H) = S(P,GP{, H) = S(G, H)P] (6)
Which means all columns of S(G, H) are equal
S(G,H) = [v,v,---v] (7)

Then we get the following theorem:

Theorem 5: Let graph G be a circle, then G satisfies formula (4) and (6).

In this case, any permutation is an optimal solution of formula (2). The node-
similarity algorithm fails to work.

Theorem 5 only claims that NSGMT are not applicable for circles, how
about others? In fact, the essence of this failure is that if graph G is self-

similar, which means there is a non-trivial automorphism of graph G, the
NDGMT will fail to distinguish those similar nodes of G.

7 Conclusion

In this paper, a unified framework for generating, testing, analyzing,
comparing and expanding the node-similarity graph matching algorithms are
presented. On one hand, this work provides a new view on those traditional
graph matching algorithms based on different theories to see them
consistently. On the other hand, this work also point out the essential
limitation of solving graph matching problems by simply comparisons of node
similarity. This gives us an important enlightment for developing new
matching algorithms beyond this algorithm template.
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Abstract. This paper presents a new method for thresholding gray level
images based on intrinsic properties of the h-extrema Hmax and Hmin
morphological operators. Hmax is used to segment the dark objects and
Hmin to segment bright objects. Gray levels have a more extended
influence over neighbor pixels because all intermediate peaks (troughs)
in the original image f are eliminated in a natural way by the process of
reconstruction by dilation (erosion) of f from the f—h (f + h) image. It
produces a kind of plateau around all pixels that maintain the category
of extrema. In practice, our thresholding method includes the pixels
located throughout the natural ramp-shaped edge commonly present
between adjacent regions having any two different gray levels.

Keywords: . Thresholding,. Hmax . morphological . operator,. Hmin
morphological operator, image segmentation.

1 Introduction

Thresholding is a simple and direct method to obtain a binary image from a
gray level image. Binary images make easier the description of objects
resulting from the thresholding process. In a binary image objects appear
black in a white background or vice versa. Thresholding is the simplest
procedure for segmenting images. From the programming point of view, it is
computationally inexpensive and fast [1] [2].

In principle, any gray level value used as a threshold produces a binary
image from a gray level image. However, not every threshold when applied to
the gray level image produces a useful binary image. From a gray level image,
which can be considered the best thresholding method for obtaining a useful
binary image? How can we obtain the best value for the threshold? The
answers to these questions are not trivial in any way, because in general the
answer depends on the complexity (contents) and on the particular
characteristics (contrast, type and rate of the noise, homogeneity of the
illumination, and many others) of the original gray level image, and also on
the objects we would like stand out in the binary image. As a conclusion, the
selection of the appropriate threshold depends on the object(s) we would like
© G. Sidorov (Ed.)
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to isolate from the gray level image. Nevertheless, sometimes it is impossible
isolate successfully all desired object from a gray level image using the
thresholding. Generally, the global statistical characteristic between gray
levels versus probability of occurrence of the image, known as the histogram,
is used for selecting the threshold value. There is not a general method for
selecting the optimal threshold value in order to get always the best or most
useful binary image. In gencral, the determination of the thresholding value in
a non-supervised manner could be done automatically when for a given
application we can assure that all images will have similar histograms. For the
sake of clarity in this paper the threshold is sclected in a supervised way.

Every digital image when digitized acquires random pixel values in a very
broad range of levels due to the intrinsic noise produced by a deficient
illumination or by non-uniform input device parameters. All gray level images
used in this paper to explain the method have not been preprocessed in any
way; in other words, they are shown just as they were acquired. This means
that images probably have a certain amount of additive noise with a
Gaussian, uniform, or random distribution. On the other hand, the jump from
regions with bright pixels to others with dark pixels or vice versa is never
. drastic. In the zone between the bright and dark regions in an image they are
found always pixels with gray levels forming a ramp-shaped edge. Due to
these two problems mentioned above, the selection of the most suitable
threshold to get a useful binary image from a gray level one could be a very
difficult and cumbersome task.

In our study we consider two main types of binary images of interest for
application researchers and developers: the first type show independent
objects clearly distinguished in a contrasting background (Section 2); this is
the case in images with a bimodal histogram (Fig. 1) and the process executes
a complete segmentation. The second one occurs when a given number of the
darkest (or brightest) pixels (in general many pixels) must be clearly
distinguished from the remainder in the image (Section 3); this is the case in
images with a multimodal histogram (Fig. 2) and the process executes a
partial segmentation [2]. These two types of binary images are obtained
preferably using only one threshold applied to the original image. From the
first type, it is possible later to count the objects after labeling and to
calculate for each one the area, perimeter, and other geometrical
characteristics in order to classify them according to their size, orientation,
etc. In the second type of binary image, the interest could be simply the
separation of the darkest (or the brightest) pixels (objects) in order to
segment them from the remainder to guide a robot throughout a contrasted
line in the floor, for detecting holes in a road, or for locating the position of
luminous sources illuminating the scene, reflexes, shadows, among others aims.

Figure 2 shows the image of a house and three binary images obtained
from the original in three different arbitrarily manually selected thresholds,
Th, in gray levels 141, 169 and 226, respectively (indicated with the arrows),

where appear the minima in the histogram in Fig. 3.
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[ IMode 1 {Mode2 [{Th =170 [~

(a) (b) (c)
Fig. 1. (a) Gray level image; (b) Binary image; (c) Bimodal histogram

According to the histogram, all values are consecutive relative minima with
16, 7 and 6 pixels, respectively. First two cases clearly segment the darkest
zones of the original image, and the third one, segments exclusively the
brightest parts of the house. However, how can we assure that these manually
selected thresholds are the most adequate? Which from the three thresholds is
better to segment the darkest (or brightest) part of the house (or of the whole
image)? Which threshold segments the house with a maximum number of
dark or bright pixels? How can we select the adequate threshold to segment
only the darkest zones of the house (shadows)? Or only the brightest parts of
the house? It is practically impossible to find a categorical correct answer to
these questions. For the sake of comparing results, from the total 65536 pixels

(px), the number of dark and white pixels in three images is shown in Table
1.

Fig. 2. (a) House. Three resulting binary images of the house from three arbitrarily

selected threshold levels, Th, in: (b) 141; (c) 169; (d) 226, shown by the arrows in the
histogram in Fig. 3

Fistegrama Fouse dvp = ]

Fig. 3. The histogram of the House
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Table 1. Number of white and black pixels in binary images
shown in Fig. 2 with the three threshold levels selected arbitrarily

Image Threshold (Th) White px Dark px
b 141 26792 38744
c 169 24498 41038
d 226 1504 64032

2 The Problem

The main purpose of this paper is to explain a relatively simple method to
determine the most suitable global threshold that transform a gray level image
in a binary one. In this paper a morphological method is proposed to get, in a
simple and straightforward way, a more exact global threshold value in gray
level images having either a bimodal or a multimodal histogram. The
procedure is based on the use of the h-extrema morphological operators, hmax
to isolate the dark objects and hmin to isolate the bright objects.

3 Brief State-of-the-Art

Thresholding in image processing is not new. Here, we discuss thresholding
methods (pixels-based) requiring only one threshold level and based on the
histogram to give as result a binary image. In general, the pixels of the output
g(i, j) obtained from the thresholding process fulfils the following conditions
2|:
& g, Hp=1  for f(i.))>T

gi,)=0 for f(i,/))ST

Where f (4, j) is the original gray level image, g(3, j) is the output binary
image and T is the threshold level selected. Brightest pixels are related either
to the objects and darkest pixels is related to the background, or vice versa,
Many times the threshold is selected by trial and error but it is not obtained
the best solution. Frequently, there are many thresholds that produce useful
binary images.

There are many classical methods to obtain a binary image using only one
threshold level T. Amongst them the following methods are commonly used.

In the variable or adaptive thresholding the image f is divided into
subimages f, [2]. A different threshold is determined independently in each
subimage. If the threshold cannot be determined in some subimage, it can be
interpolated from thresholds determined in neighboring subimages. Each
subimage is then processed with respect to its local threshold.

T=T1(/.1)
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Optimal thresholding is based on the approximation in the histogram of an
image using a weighted sum of two or more probability densities with normal
distribution. The threshold is set as the closest gray level corresponding to the
minimum probability between the maxima of two or more normal
distributions, which results in minimum error segmentation [2], [7].

There are some other methods based on the entropy [3], [4], [5], [8]; on
fuzzy sets |6]; on minimum error [7]. There has been also revised the survey
[4].

The Otsu method [11] is a commonly used thresholding method. It is a
nonparametric and unsupervised method of automatic threshold selection. An
optimal threshold is selected by the discriminant criterion of maximizing the
separability of the resultant classes in gray levels. The procedure utilizes the
zeroth- and the first-order cumulative moments of the gray level histogram.
However, the method has failed when the difference between the levels of the
objects and the background is small.

Many relatively recent morphological solutions appear in the literature to
select the best threshold in gray level images to turn it out a binary one [13]-

[19]. However, any of them uses the hmax and hmin operators to carry out
thresholding.

4 The H-extrema

The regional extrema of a raw image mark relevant as well as irrelevant image
features. H-extrema transformations provide us with a tool to filter the image
extrema using a contrast criterion. More precisely, the h-maxima
transformation suppresses all maxima whose depth is lower or equal to a given
threshold level h. This is achieved by performing the reconstruction by
dilation of f, R}, from f— h [12]:

hmax = HMAX,,(f) = R5(f - h) (5)
The h-maxima transformation is illustrated in Fig. 4 on a 1-D signal.

5

| S S TR

w
I

Fig. 4. H-maxima transformation of a 1-D signal using a contrast value of 3 intensity
levels

The h-minima transformation is defined by analogy as:
hmin = HMIN,(f) =R (f +h) (6)
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Where Rjfis the reconstruction by erosion of f.
The size of the structuring element used in these operations, is the

elemental one, that is, the smaller commonly used by the processes of
reconstruction. In our case, we used a 3 x 3 square flat structure element.

5 The Method

The method for thresholding gray level images could be supervised or non-
supervised. In this paper we explain the supervised version of the method.
Also, the particular method varies if the user is interested in selecting the
darkest or the brightest objects (or zones). The most straightforward and easy
way depends on the number of gray levels of dark (or bright) pixels we can
appreciate in the image. The exact division between which gray levels can be
considered as dark or bright in a particular image is not so easy, although
obviously the best results are obtained when the gray level image has a good

contrast.
In our method, if the user wants to threshold the dark objects (or dark

zones) in the image, then he/she must use the hmax operator; conversely, if
the user wants to threshold the bright objects (or bright zones) in the image,
then he/she must use the hmin operator. Commonly, it will be a good practice
to consider either the dark or the bright objects, depending on the number of
pixels of each class appearing more abundantly in the image.

When we apply the operator hmax to threshold the darkest objects in the
image, the histogram of the modified image shifts to the left in the value h,
according to Eq. (5), because all pixels of the original image is subtracted in
the value h. For that reason, in the histogram of the modified image, obtained
when the operator hmax is applied, a maximum gray level appears always in
the value (255 — h). For this reason, maxima over this value in the histogram
of the original image are not of importance. On the other hand, when we
apply the operator hmin to threshold the brightest objects in the image, the
histogram of the modified image shifts to the right in the value h, according to
Eq. (6), because all pixels of the original image is added the value h. In it a
maximum gray level appears always in the value h. For this reason, maxima
below h in the histogram of the original image are not of importance.

The general methodology to select the most adequate threshold value for
segmenting dark or bright objects from a gray level image using the hmax and
hmin operators is the following:

1. From the histogram of the original image select the first relative
maximum (from left to right in the histogram) as the value of h. Gray
levels with the relative maxima having few pixels (less than 100 pixels in
images with thousands of pixels, 0.05%) at the beginning of the
histogram are excluded, because they do not contribute appreciably with
a significant difference causing that the objects appear very scarce in the
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resulting binary images. Also, the common maximum and minimum in
levels 0 and 255 neither are used by our method.

2. For dark (bright) objects apply the operator hmax (hmin) to the original
image to get a modified image

3. From the histogram of the modified image select the eventually
appropriate threshold values from the i
the original image. If hmax was use
located nearest to the left part of the
hmin was used, the minima to be selected are located nearest to the
right part of the histogram of the modified image.

4. The results of the previous step may be many binary images, one for
each minimum selected from the modified image, each with a given
number of dark (bright) objects.

We consider heuristically the bes
produces a binary ima
objects together with a

histogram of the modified image. If

t threshold value the gray level which
ge with more spatially independent (non-connected)
greater total amount of dark (or bright) object pixels.

1 P in the methodology given above is the steps 3.
If the user applies hmax (hmin) and he/she is going correspondently to
threshold dark (bright) objects, then he/she must select the best grey level
from all minima in the histogram of the modified image. To extract the
adequate relative minima from the histogram of the modified image to the

om left to right with a 41-pixel window. The

6 Results and Discussion

From the experiments carried out
obtained by the hmax
Applying the method
the first type), the fol
Fig. 5 shows the
histogram, we can

we will compare the resulting binary image
(hmin) method with those obtained by other methods.
indicated above to the image in Fig. 1a (thresholding of
lowing results were obtained (Fig. 5 to Fig. 9).
original gray level image and its histogram. From the
observe that the first relative (absolute in this case)
maximum is located in gray level 59. This is the value of h (step 1). Due to
the object to be segmented is bright we will apply to the original image the
operator hmin. Then we obtain the modified hmin image shown in Fig. fia
(step 2). Figure 6b shows the histogram of the modified hmin image and Fig.
6c shows a fragment of the same histogram (zoomed) with an arrow indicating
the first minimum, from right to left, at the gray level 99 (step 3).
Considering the gray level 99 as a threshold, when it is applied tq the
original image we obtain the binary image shown in Fig. 6d (SteP 4). Figure
8a shows the binary image obtained in the next minimum located in gray levgl
Th = 143. Figure 7a shows the difference between the binary images ShOWl.l in
Fig. 6d and Fig. 7a. Undoubtedly, the quality of the segmented object
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resulting in Th = 99 is much better than that obtained in Th = 143. This
demonstrates that the proposed method incorporates to the final segmented
object some pixels from the diffuse edge between the bright and dark pixels on
account of some dark pixels from the background. Similarly, we can asses that
the use of the hmin method assure to select the threshold value in a more

straightforward way than with a simple inspection.

e e 8 TS W e

HIZTOGNAM

Th=99

T T TR ew v e

Fig. 5. Original gray level image and its corresponding histogram

T
o ® © (d)

Fig. 6. (a) Hmin image; (b) Histogram of the modified hmin image; (c) Histogram
zoomed (d) Binary image with Th = 99

.
(a) (b)

Fig. 7. (a) Binary image with threshold in Th = 143; (b) Difference between images in
Fig.6d and 7a

Figure 8a shows the resulting binary image when the threshold Th = 99 is
applied to the original image; Figure 8b shows the binary image obtained by
the Otsu method [11]; Figure 8¢ shows the 55 pixels in excess obtained by the
hmin(hmax) method when it is compared with the result obtained by the
Otsu method. This demonstrate that the hmin(hmax) method described in
this paper presents better efficiency, from the point of view of the number of
total pixels in the minimum segmented objects, than the Otsu method. Taking
into account the results obtained (more white pixels for the bright object), the
hmin(hmax) method selects in each case a better threshold value in front of
all other possible threshold.
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Fig. 8. (a) Binary image obtained from the original thresholded in Th = 99;

(b) Binary image obtained from the original thresholded by Otsu method;
(c) Difference in excess (55 px) between (a) and (b)

_—

Fig. 9. Detail of the right eye of Lenna (pupil) segmented from the original image

Table 2. Some other results in images with dark objects having trimodal and
multimodal histogram

. ® . 2 t
No. | Name Original image Binary image 19111:4;):1) HnsT;gream

Runner N

1 (green 'Irfilh = 616 ™
plane) =16
Runner

2 (green Mh = 61 ™
plane) Th =171
Lenna

ol Thois| MM
plane) Th =

mh = 230

4 Road Th — 241 MM
Micro- X _ MH = 85

5 text hRAR/08 -1 ~30C d/JUDARAR/OS~11-3C03/JUDA Th = 170 BM

Table 2 shows other results obtained after the application of the operator
hmax to detect dark or bright objects in gray level images having bimodal
(BM), trimodal (TM) and multimodal (MM) histograms. Binary image 1
shows the fingers of the runners at the same time the wide white lines on the
floor are shown. Image 2 shows only the shadow of the runner. Figure 9 shows
a detail in the right eye of Lenna (the pupil) shown as the image 3, detected
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by the proposed method, with Mh = 96 and Th = 125. It is worth to note
that the detection was achieved in the complete original image (not in the
fragment shown). Image 4 shows the white objects found on the image of the
road: the sky, four posts of the fence and the lines on the pavement. Finally,
the binary image 5 shows clearly the holes in letters A and D, and in the
number 0 (zero) in the image of the micro-text.

7 Advantages of the Method

The method, considered as one of local thresholding, has the following

advantages:
1. Gray levels have an extended influence over neighbor pixels because all

intermediate peaks (troughs) in the original image f are eliminated in a
natural way by the reconstruction by dilation (erosion) of f from the f—h
(f + h) image. It produces a kind of plateau around all pixels that maintain

the category of extrema.
2. In practice, thresholding by our method includes some of the pixels

located throughout the natural ramp-shaped edge commonly created between
two different gray levels, making possible to add more pixels to dark (bright)
objects appearing in the original image.

3. Additive (either uniform or Gaussian) noise, intrinsically and frequently
present in digital images, has less presence in the so called modified image.
This produces more homogeneous gray level distribution, either related to
objects or to the background, when the minima for thresholding are selected.
For this reason, the quality of the final binary image is highly improved, that
is, isolated objects with some few pixels do not appear in the final image as
artifacts.

4. Because of the discrete nature in the selection of the threshold gray level,
the thresholding has effect each time over a broader range of gray levels than
with any other method used for thresholding.

5. Details of interest in the original images to be thresholded have less
probability to be lost in the resulting binary image (See the pupil of Lenna in
Fig. 9 and the holes of the micro-text image in Table 2). This is accomplished
using as the threshold in the original image the gray level located as the first
minimum in the modified hmax image located after the first maximum (from
left to right in the histogram) used as h in the hmax operator and as the first
minimum in the modified hmin image located before the first maximum
((from right to left in the histogram) used as h in the hmin operator.

6. It is achieved a higher selectivity (or discrimination) of the bright (dark)
objects, since the thresholding is selected very easily (from less number of
minima) on the modified images hmin (hmax), respectively (See the binary
images 1 —runner- and the image 4 —road- in Table 2).
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7. The quality of the original image (i. e. blurred) is not of great importance
because it does not limit in any form to achieve good objects segmentation. It
is possible to find in a relatively easy way the most suitable threshold value.

8 Conclusions

The new method proposed for thresholding to convert gray level images in
binary images is based on intrinsic properties of the h-extrema hmax and
hmin morphological operators. hmax is used to segment the dark objects and
hmin to segment bright objects. Gray levels have a more extended influence
over neighbor pixels because all intermediate peaks (troughs) in the original
image f are eliminated in a natural way by the process of reconstruction by
dilation (erosion) of f from the f—h (f + h) image. In practice, the proposed
thresholding method includes many pixels located throughout the natural
ramp-shaped edge commonly present between adjacent regions having any
two different gray levels. It proved also to be more immune to noise.
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Abstract. The use of the Box-Counting method (BC) to calculate the
fractal dimension of invasive pathologies in the human body is proposed
in this paper. BC was applied to calculate the fractal dimension of a
tumor from medical images of human brains with cancer. The BC test
required additional image processing algorithms and 3-D reconstruction
software for the processing of a sample area. The BC results were used

to determine the size and volume of a tumor; this allows an oncologist to
perform a more informed diagnostic.

Keywords: Fractal dimension, Box-Counting, cancer, medicine, tumor
size, and pathology size.

1 Introduction

Saving human lives is the primary goal of medicine. Cancer is an invas.ive
disease that is responsible for many deaths annually worldwide. For defeating
cancer, an oncologist needs to know the following tumor characteristics:

Specific type.
Dimensions.

Location.

Internal organs affected.
Cancer stage.
Appearance.

Growth rate.
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Knowledge of these features allows an oncologist to estimate the operability
of the tumor and prognosis of the patient.

Medical technology has improved during the last century. Technology like
X-rays. ultrasound. magnetic resonance imaging (MRI) and computer
tomography (CT) allows a physician to obtain an internal image of the body.
This technology can even show brain functioning and structure. However, it is
still difficult for a doctor to obtain an accurate measurement of an invasive
pathology without an invasive surgical procedure. For this reason, many
investigators have been using computer programs to help doctors to measure
and identify more accurately an invasive pathology [1] [2]. This paper shows
how Box-Counting method, which is widely used for calculation of fractal
dimension. can be used to measure the size of a tumor in a human brain.

Box-Counting needs a digital filtered image for its performance. The
process for obtaining this input is explained briefly later in this paper. Figure
1 shows an example of a CT scan of a patient with a brain tumor.

Fig. 1. CT scan of a brain with tumor.

2 Box—Counting Method

This section explains the process for calculating the dimension of an object
with Box-Counting. First, the basic geometrical concepts are explained. Next,
Box-Counting is explained. Finally, the measurement of teh size of an object
with box-counting is shown by using exponential laws.

2.1 Traditional and Fractal Geometry Concepts

Traditional geometry is the sub-discipline of mathematics that studies the
features and measurement of elements like points, lines, curves, planes,
figures and volumes. However, traditional geometry can not represent the
shapes found in nature like mountains, animals, clouds, leaves, trees, etc.
Fractal geometry provides a mathematical model for these complicated
natural forms (also called abstract forms).
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In geometry, the dimension of a space is defined as the minimum number of
coordinates needed to define every point within it. All forms have dimensions:
points have none, lines have one dimension, surfaces have two dimensions and
volumes have three dimensions. For example: two dimensions are required to

represent a rectangle, a cube requires three dimensions, etc. This concept of
dimension is called topological dimension.

Fig. 2 Geometric shapes: line. surface and cube.

Surfaces like a lung, a brain or a tumor have three dimensions therefore the
unevenness of an object can be considered as increment in a specific
dimension. Rough curves have between one and two dimensions. Rough
surfaces have between two and three dimensions. This concept is called
fractal dimension. Fractal dimension is a precise parameter with which we
measure the conceptual and visual complexity of an object. Using fractal
dimension, the volume of an irregular object can be calculated.

2.2 Box-Counting Insight Explanation

Box-Counting is a method used to obtain the fractal dimension of an object.
The Box-Counting steps are:

1. Draw a rectangular grid over the image that contains the object ?0
identify. Each box will have a width and height of r. The grid will
have N boxes.

2. Count the boxes that contain the object.

The relation between N and r is given in eq. 1.
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-y ()
N(r)=(,‘,)2 (1)

The precision of the technique depends directly on the size and number of
boxes. A large number of smaller boxes will give a more accurate result.
However, more boxes imply more image processing.

2.3 Exponential Laws

Equation 2 represents the relation between N and 7 for a d dimensional

figure.
1y -
N(r)= ( ) (2)
r
Equation 3 is obtained by using exponential laws in eq. 2.
d
N(r)= k(:) (3)

Equation 4 is obtained by applying logarithin laws to eq. 3.

log(N(r))= log(k)+ Iog((:)d )= dlog(! )+ 1og(k) 4)

Equation 5 is obtained applying the limit of » whenlim,_,, . This deduction is
made with an expectation of a better estimation.

d=lim,_,

ox(V()
l,:f;) ®

If the limit exists in eq. 5, then d can be calculated. However, the limit
operation is complex. Equation 6 shows a valid approximation.

log(N(r))=d log( 1) +log(k) (6)

Equation 7 is obtained by replacing the symbols of the linear equation in
slope intersect form with eq. 6.

y=mx+b (7)
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where m represents the dimension.
In equation 7, b is the point, where the line intersects with y. A plot of
log(N(r)) against log(:) must be approximated to the line with slope m. This

approximation is called log-log approximation and is commonly used to find
the dimension by Box-Counting method.

3 3-D Digital Reconstruction of a Brain Tumor
from CT Scans

3-D digital reconstruction of a patient’s head and a brain tumor is required
before using the Box-Counting Method. This reconstruction gives a good
visual representation of the size and position of the pathology.

Three processes are necessary to perform a 3-D digital reconstruction:
1. Segmentation [3] of the desired object from CT scans with Sobel
operator [12].

2. Reconstruction of the 3-D model with Delaunay’s triangulation [9].
3. Rendering of the resulting model.

3.1 Reconstruction of the Patient’s Head

The first step for reconstructing the head is identification of the head's
border in the sample images. 20 images form the sample in this research.
Figure 3 shows an example of segmentation of a sample after using binary
filtering and border detection with Sobel operator [12].
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Fig. 3 Segmentation of the sample with Sobel operator.
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Once the border is identified in the sample, the images will be superimposed
in a 3-D space, as shown in Fig. 4.
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Fig. 4 Borders from sample are superimposed in a 3-D space.

Next, Delaunay triangulation is used to create a non-structured grid. This
process maximizes the interior angles with great precision (minimal rounding
errors). Figure 5 shows the result of Delaunay triangulation in the borders
obtained from the sample.

4 g -

Fig. 5 Results from Delaunay triangulation process.

A rendering process 2] is executed over the grid obtained with Delaunay
triangulation. Rendering is a process that creates an image taking
environmental effects into account. Figure 6 shows the results of the rendering
process.

Fig. 6 Results of the rendering process of the patient’s head.
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3.2. Reconstruction of the Brain Tumor

The process of reconstruction of the brain tumor is exactly the same as the
one used on the reconstruction of the patient’s head. The first step is

applying the segmentation process [3] to the sample. Figures 7, 8 and 9 show
the results of the segmentation process.

Fig. 8 Segmentation of the pathology under examination

“’ VLR o s o 9

L

Fig. 9 Tumor borders obtained with Sobel operator.

Finally, the reconstruction of the tumor is applied. The rendering process
must be executed taking the patient’s head into consideration. In this way,
useful information like location, size and internal organs affected is given to
the specialist. Figure 10 shows an example. The rendered image can be used
by specialists to decide if an operation is viable.
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Fig. 10 3-D representation of the tumor.

4 Calculus of the Dimension of the Pathology
in a 3-D Space

Measuring the brain tumor with Box-Counting becomes possible after the
3-D reconstruction. Because the object is 3 dimensional, the boxes are going

to be cubes and d = 3, then N(r)=("_)J :

Box-Counting is an iterative process. In each iteration, the method counts
the boxes that contain the pathology. The first iteration has an r value of 1,
because lim,_,, r is decremented in each cycle. Table 1 show the values
obtained in 4 sample iterations of the Box-Counting method. In this table, n
is the real depth, width and height of the boxes. Table 1 values consider a 3-D
space of 64 = 64 z 64.

Table 1. Sample iterations of the Box-Counting method

Iteration n r N(r)
1 64 1 1/(1/1) ~3=1
2 32 1/2 =05 1/(1/2) ~3=28
3 16 1’4 =0.25 1/(1/4) ~3 =04
4 8 1/8=0.125 1/(1/8) ~ 3 =
512

Figure 11 shows a 3-D image of the boxes proposed in table 1. Each
iteration has more boxes and therefore more precision.
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Fig. 12 Stages of the measurement of the tumor

In this research, six iterations were used to measure the brain tumor. Table
2 shows the results of the six test iterations. The results confirm that more
precision is gained with smaller values of r.
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Table 2. Iterations for measuring the tumor

Iteration n r N(r) Boxes that
contain the
tumor
1 64 1 1/(1/1) ~3 =1 |
2 32 1/ 2 =05 1/(1/2) =3 =8 3
3 16 1/4 =025 1/(1/4) =3 =064 6
4 8 1/8 =0.125 1/(1/8) -3 =512 15
5 4 1/ 16 = 0.0625 1,(1/16) = 3 = 1096 12
(i} 2 1/ 32 = 0.03125 1/(1/32) ~ 3 = 183
32768

The fractal dimension is obtained by using equation 7 and the results are
presented in Table 3.

Table 3 Fractal dimension of the tumor.

m  fractal dimension 2.4378
B 5.9124

5 Conclusions

The measurement of a brain tumor with Box-Counting in a 3-D space is
proposed in this paper. The Box-Counting method requires a prior
segmentation process [1, 2, 3] and reconstruction process [7, 8]. The Box-
Counting method does not depend on scale of the image as some other
methods do. Box-Counting’s precision depends on the iteration number. A
large iteration number will imply smaller r value, smaller box size. better
precision and greater computer resources required.

The fractal dimension obtained (d=2.4378 in test example) provides
important information about the position and size of the tumor. This

information helps the oncologist to make objective decisions about diagnostics
and treatment of the condition.
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Abstract. This document presents a work-in-progress agent-based ar-
chitecture design to tackle two important autonomic computing features:
sell-healing and self-protecting. Research in the autonomic computing
systems area has seen a great growth in recent vears as more complex
systems have been developed and more communication among those is
needed. However, there is still the lack of an architecture that facilitates
the emergence of autonomic computing features, and more specifically,
self-protection andself-healing. Consequently, this document aim
satfilling this need and proposes an agent-based approach in order to
achieve these autonomic computing properties. In order to evaluate the
design, a simulation is used. Based on this simulation, it is believed that

the proposed approach is a good first step to wards an autonomi
ccomputing architecture.

1 Introduction

Richard Murch [1] defines autonomic computing as the ability to manage one’s
computing enterprise systems through hardware and software so that they au-
tomatically and dynamically respond to the requirements of the changing envi-
ronment. In other words, this means achieving self-healing, self-configuring, self-
oplimizing, and self-protecting hardware and software that behave according to
defined policies [1]. These systems are thought after the autonomic nervous sys-
tem which responds to the needs of the body, so autonomic computing systems
should respond to the needs of the environment.

Autonomic computing was born as a consequence of the great advances in
networking, computing technologies, and software tools. These sophisticated ap-
plications and services are complex, heterogeneous, and dynamic [2]. Moreover,
the underlying information infrastructure (e.g.. the Internet) globally aggregates
large numbers of independent computing and communication resources, data
stores, and sensor networks, and is itsell complex [2]. This combined scale of
complexity, heterogeneity, and dynamism of networks, systems, and applications
have made computational and information infrastructures be brittle. unmanage-
able, and insecure. This situation has made researchers look for a new paradigm
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for systems and application design. This new vision has been referred to as au-
tonomic computing and is based on strategies used by biological systems when
dealing with similar challenges.

Nevertheless, meeting the grand challenges of autonomic computing requires
scientific and technological advances in many fields and from many technologies
[2]. The goal of this document, therefore, is to provide a new mechanism to
achieve autonomic computing systems. This paper proposes an architecture, fol-
lowing a multi-agent approach, capable to provide and support self-healing and
self-protection properties. For evaluation purposes, a simulated environment em-
ulating a computer was built.

The following paragraphs present a thorough description of the related work,
pointing out differences and similarities. Then, the main idea behind the pro-
posed model is explained so that, when the next section introduces the architec-
ture model, no doubts arise. Right after the model is presented, the simulation
used to test the architecture is explained. After, the preliminary results of this
work-in-progress research are presented, followed by the the conclusions that
can be drawn from the experiments and by some final words about the proposed
approach towards autonomic computing.

2 Related Work

A multi-agent approach to autonomic computing is not something new. Jennings
[3] has already mentioned the advantages of decomposing problems in terms of
decentralized, autonomous agents. Agents add flexibility and high-level of in-
teractions to the design of a system. Thus, it is no surprise to use autonomous
agents when trying to build autonomic systems as todays large-scale comput-
ing systems get highly distributed with increasingly complex connectivity and
interactions.

As a result. there are works that make use of autonomous agents to achieve
autonomic systems. Tesauro et al [4] developed Unity, a decentralized archi-
tecture to enable autonomic computing based on multiple interacting agents
called autonomic clements. However, Unity covers only some of the wanted
self-x desired properties, namely, goal-driven self-assembly and real-time self-
optimization. The proposed architecture in this document aims at supporting
not only the ones achieved by Tesauro et al [4], but most self-x properties an
autonomic system should show, making emphasis on self-optimizing, and self-
protecting.

Bonino et al [5] proposed an agent-based autonomic semantic platform. They
makes use of the autonomic computing vision and propose DOSE [5] to auto-
matically index new resources in response to search failures and auto-detection
of low covered conceptual areas when performing tasks on a semantic platform.
Although, this work makes use of an agent-based autonomic platform, it is dif-
ferent from the work proposed in this article as it attempts to go beyond using
autonomic computing features on a specific area and, on the contrary, aims at
being the core that enables autonomic computing features.
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Other related works in the autonomic computing field are OccanStore [6],
which is a global, consistent, highly available persistent data storage system that
supports self-healing, self-optimization, self-configuration, self-protection. Also,
Storage Tank [6] is a multi-platform, universally accessible storage management
system. It supports self-optimization. self-healing. Oceano [6] facilitates cost ef-
fective scalable management of computing resources for software farms. Never-
theless, all the last mentioned works do not follow an agent-based approach. This
article’s objective is to provide the first results of a work-in-progress software
architecture that is capable of not only enabling autonomic behavior.

3 Main Idea for the Architecture

The main idea is to treat everything as
puter. This follows the ide
and Chess [7].
levels,

an autonomous agent, even the com-
a to use autonomic elements suggested by Kephart
They point out that autonomic elements should function at many
from individual computing components such as disk drives to small-scale
computing systems such as workstations. Moreover, many ideas developed in
the multi-agent systems community, such as automatic group formation, emer-

gent behavior, multi-agent adaptation, and agent coordination could likely be
adapted for autonomic computing.

Memory

Fig. 1. Agentifying all components.

Consequently, the computer processor, the memory, and even the programs
that are run by the computer are modeled as agents, in other words. all compo-
nents are agentified'. These agents communicate with the computer by sending
messages as seen in Figure 1. All computing elements have to register with the
computer so that this last one knows what it has and what it can do with
them. The messages that are sent to the computer contain information such as
properties, tasks that the component can do, etc.

! Agentify is an expression used to turn software and hardware components into agent
entities.
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4 Proposed Autonomic System Model

This section details the autonomic system model and its components, the rela-
tions among them and how they communicate with each other. Graphically, this
model is shown in Figure 2. At first glance, one can see that the Computer is in
charge of managing all other components or modules the autonomic system has
available. Therefore, the other components, represented as agents, only know
what they are capable of doing, their requirements to work and the results they

generate.

Autonomic System
Computer

Memory
Unit(s)

Program
Repository

Q0 ee

Processor(s)

1o
Components

Fig. 2. Autonomic system agent architecture.

Figure 3 presents the communication flow proposed among the principal
agents as one program is executed by the autonomic system. Such figure presents
all the links among agents and who asks for what at program execution time.
The agents that are in Figure 3 are explained in detail lines below.

4.1 Computer Agent

This is the one in charge of organizing all the tasks in the autonomic system.
Every new component has to register with the computer as it is plugged in. These
components send a message, called Discovery Message, stating what they can
do, what methods they have embedded and what output they provide (i.e., a
manifest). Once a new component registers with the computer agent, this last
one maps into memory the address of the module, its embedded methods and
the capabilities that the modules has. Only the computer agent knows where
these are and these sections of memory cannot be erased unless the module is
unplugged.

At start-up, this agent also checks if it has registered all available components
to work (i.e., a memory and a processor unit). Once it knows it has the available
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Fig. 3. Communication flow among agents.

resources to respond to petitions, it is able to perform the tasks that other
modules send. For instance, if there is the need to run a program, it checks for
the appropriate method to conduct that task within the registered processors
the computer has. The computer does this by looking at the restricted memory
section it has access to. If a suitable method is found, then. it asks the processor
to run the program with the method the computer finds suitable. The processor,
in turn, asks the computer for memory space. As it was said. only the computer
knows what other modules there are in the system and what they are capable of
doing. As soon enough memory is allocated for the program to be executed. the
processor runs the program and sends back the result to the computer which,
then, asks the memory agent to register such result.

4.2 Memory Unit Agents

These agents represent all kinds of storage media. Some examples are hard drives,
USB memories, external disks, etc. They can read and write from and to a
memory addresses. They can also allocate space for a single value or for an array.
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Finally. it is able to erase its contents. However, all the mentioned methods are
performed on a request basis, in other words, when the computer agent sends a
message asking the memory to perform one action.

4.3 Processor Agents

Agents belonging to this category are the ones in charge to run and perform
the tasks the programs demand. In other words, it interprets the programs.
It also sends requests for memory access and manipulation to the computer
agent. Consequently, it requests to schedule registry readings and writings, or
address manipulation. Any processor that is added to the autonomic unit has to
register with the computer agent by sending it its manifest. This manifest tells
the computer that a new processor has been added and that new capabilities

are in the system.

4.4 Program Repository Agent

This agent is the one in charge to spawn programs. A set of programs is al-
ready placed in the repository and they are instantiated using a probabilistic
method. Let us explain this further, computer users have a set of programs al-
ready installed on their PCs; however, there is a number of programs that are
used most frequently. Hence, those programs which are used more frequently are
instantiated more often. This probability-based instantiation approach is con-
ducted using the genetic algorithm roulette wheel selection method [8]. In other
words, this agent acts as the user who is constantly requesting the execution of
programs in real-life systems.

4.5 I/0 Unit Agents

These agents represent all those peripherals that help display and/or print re-
sults. They receive the petition from the computer and display, through whatever
available means they have, some information to the user. Similar to the other
agents. their methods are also mapped into memory by the computer agent using
their manifest.

5 Simulation Building

One observation that the current document may get is the fact that it is proposed
as a simulation instead of implementing the proposed architecture in a real
computing system. However, a lot of work has been devoted in order to ensure
that the simulation is as close as possible to a real system.

There are two components to consider here: the platform that enables agent-
based implementation, and a way to generate programs that are significant in
the sense that they require memory allocation, etc. Moreover, this programs
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should at least be Turing-complete, meaning that it can compute every Turing-
computable function [9].

The next lines of this section present both components. First, a description
of the platform used to implement the agents and, second, the programs that
were created to simulate real computing processes.

5.1 The MadKit Platform

MadKit is a multi-agent platform for developing and running application based
on an organizational oriented paradigm. This multi-agent paradigins uses agents,
groups and roles as the basic standpoint for building complex applications. Mad-
Kit does not enforce any consideration about the internal structure of agents,
thus allowing a developer to freely implements its own agent architectures [10].

MadKit is also a distributed platform which allows for the development of
efficient distributed applications. For the programmers, all considerations about
basic distributed components such as “sockets” and “ports”, are totally trans-
parent [10]. An application developed in a multi-agent way can be run in a
distributed way without changing a line of code.

MadKit is built around the concept of “micro-kernel” and agentification of
services. The MadKit kernel is rather small, but agents offer the important
services one needs for his own application. Distribution and remote message

passing, monitoring and observation of agents, edition, etc. are all performed by
agents [10].

5.2 HAL Programming Language

It was decided to create a new programming language that could allow the
building of testing programs and. in that way simulate a computing system.
This language was called HAL and it is Turing-complete [9]. It has most of the
functions any high level programming language should have.

Anyway, a program coded is not sufficient as it needs a compiler, some-
thing that can transform a simple text with commands into something that is
executable. Moreover, as the simulation is built in Java. it should provide a Java-
based code that can be interpreted by the JVM. The next lines present both,
the tool used to compile the HAL programs and the HAL programs themselves.

The Java Compiler Compiler. The Java Compiler Compiler (or JavaCC) is
a parser generator and a lexical analyzer generator. Compilers and interpreters
incorporate lexical analysers and parsers to decipher files containing programs,
however lexical analysers and parsers can be used in a wide variety of other
applications [11]. Lexical analysers can break a sequence of characters into sub-
sequences called tokens and they also classify the tokens [11].

Usually, in compilers, the parser outputs a tree representing the structure of
the program. This tree then serves as an input to components of the compiler
responsible for analysis and code generation [11]. The lexical analyser and parser
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are responsible for generating error messages, if the input does not conform to
the lexical or syntactic rules of the language [11].

A part of the specification file used to create the HAL programs is shown
lines below where mainly a few tokens are specified.

TOKEN :
{

< ELSE: "else" >
| < FOR: "for" >
}
HALProgram Parse():
{Function main;
HALProgram result;}

HAL Program Characteristics. The HAL programming language comes with
the required tools to program almost any kind of applications. IL also offers the neces-
sary functions for the simulation of the autonomic system. It is not object oriented but
a functional program. It is capable to handle String and Char data types by mapping
them as integers to memory. It is capable to declare arrays by typing matrix = <5>;
or ->matrix = (10 11 12 13 14);. In the first case, it allocates in memory an array
of size 5 that is called matrix; in the second one, it already provides the elements to
be assigned to the matrix variable. As it can be seen, the second example has at the
beginning two special characters that are explained lines below.

Regarding the control statements, HAL provides for, while, and if commands. It
also provides some already built-in methods for addition sum, subtraction sub, multipli-
cation mul, division div, relational operators, etc. These methods have to be preceded
by the at @ symbol so that JavaCC regards them as special tokens.

When handling values and variables, there are special characters that provide dif-
ferent data management. These special sequences of characters are:

Assign value to a memory address (— >). This sequence is used when one wants
to assign a value to a specific memory address. It should always be on the left of an
assignation (=). For instance, the line: =>30 = 4; means that the value 4 should
be stored in the memory address 30.

Get value from memory address (). This character gets the value that a specific
memory address holds. For instance *30 asks for the value stored in the memory
address 30. If the previous example is considered, the result of using this character
is 4.

Get a parameter from function (#). This one is used to get the parameters of
a function. For instance if the function is @sub(20 15);, which asks to subtract
15 from 20, and then the assignation paramOne = #1; is called, the value that
paramOne holds is 15. This operator is zero-based meaning that the first element
is considered to be in the zero position.

One could say that these special characters work quite similar to the pointers C or
C++ has.

As it can be seen, HAL offers all the possibilities to build sound programs. This
characteristic is needed for the present simulation as one wants to test how the pro-
cessor and memory agents behave as programs are executed following an agent-based
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approach. For the purposes of the simulation many HAL programs have already been

coded and are kept by the repository agent. It is wanted that these programs represent
those that a user makes use of in real systems.

6 Testing the Model

In order to test the proposed model, a number of programs were generated and these
were assigned a certain probability. These programs represent those a user make use of.
Among these programs, some that attack the memory agent by erasing their restricted
registries were coded. However, these agents have a very little probability of being
generated. These can be considered as threats to the system. Then, the computer
agent is started and it checks if there are sufficient resources to work. As previously
mentioned, at least a processor and a memory agent should be present. Once these
agents are acknowledged, the computer agent can star processing the programs that are
being spawned by the repository agent. One also has the ability to add the components
manually, kind of plugging in components and, as this is done, the system maps such
new modules to memory.

The main idea behind this architecture is to enable self-x properties so that auto-

nomic computing is achieved. The next lines describe how such properties are enabled
by the software architecture proposed here.

6.1 Self-x Properties

Self-healing is provided here whenever an error is found. For the purposes of the simula-
tion, there is a set of HAL programs that were created to disrupt the restricted memory
sections were the registered modules have their methods and addresses mapped. These
HAL programs change and erase the addresses and registries which in turn leads to
an error. The memory agent monitors and ensures that no changes take place in the
restricted area and, if such event does happen, it informs the computer of such occur-
rence. The computer agent then asks for the modules to send their manifests again and
repairs the sections that the program might have damaged. The computer agent also,
once the notification of an attack has been received, stops all programs from being
spawned so that no more errors take place, and it only allows the communication of
requests once the error has been fixed.

Finally, self-protection is achieved by the proposed architecture by not allowing the
execution of known programs that aftacked the system. Lines above, it was mentioned
that some HAL programs were capable of damaging restricted memory, once such
programs have been identified, the computer agent blacklists them and does not allow
the instantiation of any more of those programs. This helps protect the system from
known attacks.

In general, being this an agent-based approach, where all elements have been agenti-
fied, prevention and anticipation of events, optimization at any level of the system, and

configuration based on the capabilities of each component are possible. The software
architecture here proposed allows these features.

7 Conclusions & Final Remarks

Tackling autonomic computing by using an agent-based approach is a good path to fol-
low. Agents have the ability to provide easy-to-implement self-x properties as they rep-
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resent a unit with their own methods, abilities and responsibilities. This document pro-
poses an agent-based system architecture that enables the emergence of self-protection
and self-healing properties, and makes use of a simulation to test the design.

This document tested the architecture using a simulation that allowed agent im-
plementation (i.e., a virtual machine over the JVM). Moreover. in order to make it as
real as possible, HAL programming language was developed using JavaCC [11]. Pro-
grams built using HAL are Turing-complete, resembling those used by people everyday.
The presented software architecture agentifies all its components and establishes that
all communications should go through one agent, called computer agent. This allows
a better control of the system and hides the methods that other modules may have
reducing possible attacks to the elements.

Worth pointing out is that this document presents a work-in-progress report and
that there are still some things to be worked on.
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Abstract. In this paper, a methodology for generating entropy-based
behavior profiles of LAN traffic is proposed. The empirical analysis of
our profiles through the rate of remaining features at the packet-level, as
well as the three-dimensional spaces of entropy at the flow-level, provide
a fast detection of intrusions caused by port scanning and worm attacks.

1 Introduction

Intrusion Detection Systems [1], or IDSs, have become an important
component to detecting attacks against information systems. However, they
offer only a limited defense. For instance, a signature-based IDS monitors
packets on the network and compares them against a database of signatures
or attributes from known malicious threats. A weakness of this type of IDS is
that there will always be a lag between a new threat being discovered and the
signature for detecting that threat being applied to the IDS. During that lag
time the IDS would be unable to detect the new threat.

A second type of IDS is the anomaly-based IDS [2], which monitors
network traffic and compares it against an established baseline. The baseline
helps to identify what is normal behavior for that network. If a deviation from
the established baseline reaches a specified threshold, an alarm is generated.
Therefore, anomaly detection techniques have the potential to detect new and
unforeseen types of attacks. Traditional anomaly based IDSs, employ
algorithms that focus primarily on changes in the traffic volume at specific
points on the network, and promptly alert the operator of a sudden increase.
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However, such systems can be evaded through sophisticated attacks that focus
on compromising significant hosts, causing them a collapse of memory or CPU
and maintaining a level of traffic within the normal threshold.

Recently, a new generation of anomaly based IDSs have emerged, which
focus on gaining knowledge in the structure and composition of the traffic and
not just its volume. Such systems are based on the fact that the malicious
activities affect the natural randomness of the network, e.g., they change
significantly the entropy of the network [4]. The composition of traffic is
related to its probability distribution, and can be characterized by its entropy|
a malicious activity changes that composition and the shape of the
distribution and therefore its entropy. By means of entropy measures to a set
of traffic features, we can establish the profiles of normal activity of the
network and determine intrusions to the system.

This paper presents an analysis at the packet and the flow level on traces
obtained through measurements conducted in a campus network under real
attacks of the Blaster [6] and Sasser [7] worms, as well as a port scan attack
to the proxy server of that network. The captured traces during a week of
normal operation, helped to develop a profile of normal behavior that is useful
to be compared to attack conditions.

The paper is organized as follows. In section 2, we present our profiling
approach and the context of this paper. Section 3 describes the test
environment] section 4 and 5 explain the methodology: the rate of remnant
items and spaces of entropy and results. Section 6 gives concluding remarks.

2 Profiling Approach

We propose two methods for the creation of profiles based on entropy. The
analysis applies primarily to the packet-level for the method of the rate of
remnant elements and to the flow-level for the spaces of entropy. Figure 1
shows the overall scenario, and this work is delimited by the gray box.
Initially, there is a set of captured traffic traces corresponding to five days in
typical work hours in an academic LAN. The traces have been inspected to be
considered free of anomalies, so they may serve as a baseline.

We use traffic features to build the profiles. A traffic feature is a field in a
header of a packet (at the packet level) or a field in a five-tuple (at the flow
level), respectively. Four fields will be used: source address (srcIP),
destination address (dstIP), source port (srcPrt), and destination port
(dstPrt).

After the feature extraction, an essential part in the builder profile block is
the measurement of entropy. For a discrete set of symbols {a,, a,,a;,"*,a, }

with probabilities p,, =1, 2,..., n, the entropy of the discrete distribution of a

random variable X associated, is a measure of randomness in the set of
symbols and represented as
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H(X)=2 plog, p, O<H(X)<H,, =log,n. (1)
=

The relative uncertainty (RU) provides a measure of variety or uniformity

that is independent of the sample size. For a random variable X RU is defined
as, [3],

RU =322, 0<RU(X)<I1. (2)

RU(X) =1means that observed values of X are closer to being uniformly

distributed, thus less distinguishable from each other, whereas
RU(X) =0 indicates that the distribution is highly concentrated.

| e ———
L A IDS
._, a ﬁ ;
— 7 H t Responte
r
Baseline Feature Traffic Intrusion Detection
L Traces Profiing Syztem
e
At
Baseline Traffic
Generator

New Policies
Fig. 1. Scenario for profile creation on IDS

3 Experimental Platform

The worm propagation and port scanning were carried out on academic LAN
which is subdivided into four subnets (192.168.1.0, 192.168.2.0, 192.168.4.0,
and 10.253.253.0). There are 100 hosts running Windows XP SP2 mainly. One
router (192.168.1.1) connects the subnets with 10 Ethernet switches and 18
IEEE 802.11b/g wireless access points. The data rate of the core network is
100Mbps. A sector of the network is left vulnerable for worm propagation,
with ten not patched Windows XP stations (192.168.1.104 - 113). In the
experiments Blaster and Sasser worms where released in the vulnerable sector.
The scanning port attack was observed on the proxy server (192.168.4.253).



122 Velarde-Alvarado P., Vargas-Rosales C., Torres-Romdn D., and Martinez-Herrera A.

3.1 Data set and tools

The benign traffic traces in typical work hours for a period of five days were
labeled with a number from 1 to 5. The anomalous traffic for port scanning
attack was labeled as 6-P1. Blaster and Sasser worm attacks were labeled as
6-P2 and 6-P4, respectively. The data-set was collected by a network sniffer
tool based on libpcap library used by tcpdump, [8]. All traces were cleaned to
remove spurious data using plab, a platform for packet capture and analysis,
[9]. Traces were split into segments using tracesplit which is a tool that
belongs to Libtrace, [10]. The traffic-files in ASCII format suitable for
MATLAB@®) processing were created with ipsumdump, [11]. The flow
generation was done with flowanalyzer, a tool based on per! and developed by
us.

4 Rate of Remnant Elements

We base the methodology on the mathematical abstraction presented in our
previous work [5], we define a traffic trace 7 of a duration ¢, seconds with a

total of N packets, 7 is divided into M non-overlapping slots of ;, =%
seconds each one. The #th slot has W, packets for i=1,2,---,M . In each &

slot, four features are extracted that we associate with a value of r, namely
r=1 for source IP address, r =2 for destination IP address, r =3 for source
TCP port, and r =4 for destination TCP port. Let § be a finite sequence of
r =1 values or IP source addresses in a slot-i. This sequence with elements in

an alphabet set 4, is a function from {1,2,3,:--,|4[} to A for some|4|20. The
generated sequence § is denoted by(a, a,, a;, -, ay, ), and the length of §is
W,. The elements of § belong to an alphabet 4 with cardinality n= |A| . From
A an ordered set 4“ ={af°’, & s O } is created, 4 contains the n-source

IP addresses in decreasing order sorted by frequency. With the associated
frequencies of A4, we define a probability mass function (pmf)

1<j<
Pr(x."’,j)=P,(";")={fI j<n= (3)

0 rest

where f,>f,2f,2--2f,. Ordered set A is transferred to an iterative
process Il to create I subsets of A'” denoted as 4“*, 1<k </ .This family of I
subsets is shown in (4-6) and holds A\ 4“** ={4(}

A9 = 40 ={d", 2, ..., a0} 0
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A(O. Y= {a;” ’ ag‘.) ’ aia), ety a:O)} ’ (5)
4" ={a, 42, a2, .. a}. (©)

When in a k-iteration, the relative uncertainty of a partial pmf reaches a
threshold £, i.e., RU(X],k)> B, we say that the iterative process [T reached
its latest iteration, and hence, k =/. An estimator of relative uncertainty for a

discrete random variable X/ in the k-iteration is defined in terms of its partial
pmf as:

_APX))) 2P, (@) log, p,(a)") ,z_,:f; log, /,

— }-k

) (7)
Hox log,(n-k) log,(n—k) '

RU(X],k)

Selecting a =1, the resultant subset A" is closer to being uniformly
distributed. Then, for a given £, and a number [ of iterations carried out, it is
possible to calculate the remnant R’ for a subset 4" . Generalizing this for
an #slot and a rtraffic feature we have the rate of remnant elements:

rR=l" whenallpl(af")=%,n21. (8)
n-l Jorl21

In other words, Ris the cardinality of the subset A®". We found that this
feature under normal conditions presents regularities that allow creating

behavioral traffic profiles. Table 1 summarizes the R’ behavior with
B =0.95 for our data-set.

Through of mean, variance, the intensity factor (-‘;—’ ), and maximum value we

can define a threshold for normal behavior of R’ . For instance, by averaging

the means of R/ and its maximum values during benign traffic, we can define
an average threshold of 28.5 with a maximum of 114.8 units. We denoted
these thresholds for each r by T(R')=(28.5:114.8), T(R)) =(31.7;115.6),

T(R’)=(92.0;342.6) , and T(R")=(132.3;542.2).
Figure 2 shows the four patterns R/ for benign traffic in Trace 5 and its
variation is inside of standard behavior for R’ .
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Table 1. Values of mean, variance, and intensity factor for the rate of remnants

Trace Mean Variance Intensity Factor

srclP dstIP srcPrt dstPrt srcIP  dstIP srcPrt dstPrt srcIP _dstIP  srcPrt dstPrt

1 29.1 33.1 103.5 136.5 328.2 377.5 4,502 8,818 11.29 11.42 43.5 ©64.61

2 295 35.1 88.8 138.6 566.5 688.1 3,830 12,918 19.23 19.62 43.16 93.24

3 31.1 33.0 96.2 141.7 4979 5952 4,598 11,972 15.99 18.06 47.78 84.51

4 31.1 359 103.2 141.9 732.8 727.9 6,209 18,868 23.59 20.26 60.16 133

3 215 21.5 69.0 102.88 277.8 351.1 3,208 9,191 1294 16.33 46.5 89.3
6-P1 145 166 76.1 745 1451 1668 4,916 4958 10.0 10.05 64.6 66.53
6-P2 27.9 19,618 3,107 1,005 3,464 6.2c07 1.7¢c06 4.3c04 12.42 3,209 549.7 43.24
6-P4 3.149 5,214 3,045 2.243 97,058 1.2¢06 2.4e05 2.4¢05 310.9 237.5 90.14 111.24

An anomaly related with a port scan attack directed to the proxy server was
possible to detect it since the first slot that appeared (i.e i=2, §). The attack
was carried out across a large number of TCP packets with source addresses

supplanted. The growth of Ris possible to observe in Figure 3 and is far
away from T(R')=(28.5;114.8).
R’ patterns during worms attacks are presented in Figures 4 and 5. There is

an important grown for r=2,3,4for Blaster Worm and for all R/ during

Sasser Worm attack. It is important to note that the anomaly detection is
done from the earliest slots that the intrusion appears.

)

Fig. 2. Rate of remnant for (a) srclP,
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5 Three-Dimensional Spaces of Entropy

The construction of a space of entropy is carried out at flow level, and
through these spaces is possible to create profiles of behavior for the traffic of
a network. Four three-dimensional spaces are generated for each one of the
features extracted from the flows. We define a traffic trace ¥ of a duration

1, seconds that is divided into M non-overlapping slots of ¢, = - seconds each

one. In an #slot K, flows are generated with a given inter-flow gap (IFG). All
the flows for each slot are stored on indexed text files. The traffic features
used in this technique are the flow’s fields and are identified as r=1 for
source IP address, r =2 for destination IP address, =3 for source TCP port,
and r = 4 for destination TCP port.

Once that flows in an #slot are generated, they should be clustering
according to a r-flow feature. For instance, with a cluster key or pivot
r =1the flows are aggregated into those flows that share the same source IP

address. The number of clusters depends on |4”'|, where A" is the alphabet

set of all source IP addresses seen in the slot i Thus, each cluster has flows
with the same source IP address, but the rest of fields or features (r=2,3,4)

have freedom of variation. In this context, we can estimate the entropy for
each r=2,3,4 of each cluster. If we join these three values and associate

themn with a coordinate, we have a cloud of data points in a 3-D Euclidean
space, where the axis are (H ,ﬁm,ﬁw)forrﬂ. Finally, the iA,”"

points in the slot i, that is, (Ao s Husp s Hoons Hosonr Hogp)zs o
are plotted in the 3D-space. When we apply this

oA . . e

procedure to the rest of cluster keys and all slots, we get four spaces of
entropy.
Figures 6, 7 and 8 show the spaces of entropy for traces with f, =38min.

First, in Figure 6, we see the shape for Trace-1, which corresponds to normal
traffic conditions being typical for Traces 2 - 5. Figures 7 and 8 show a
marked difference with regard to benign traffic, since the data points move
away from positions typically observed.
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(a) (b) 3 (d)

Fig. 6. Spaces of entropy for (a) srcIP cluster key, (b) dstIP cluster key (c) srcPrt

cluster key, and dstPrt cluster key for traffic Trace -1 in typical work hours for a 38
min period

oo
(a) (b) () i
Fig. 7. Spaces of entropy for (a) srcIP cluster key, (b) dstIP cluster key (c) srcPrt

cluster key, and dstPrt cluster key for anomalous traffic Trace 6-P2 (Blaster Worm)
during 38 min period

@) (b) (O] (d)
Fig. 8. Spaces of entropy for (a) srcIP cluster key, (b) dstIP cluster key (c) srcPrt

cluster key, and dstPrt cluster key for anomalous traffic Trace 6-P4 (Sasser Worm)
during 38 min period

The characterization of the spaces of entropy represented by the vector
X"e0’ for a cluster key r was realized applying initially a technique of
multivariable analysis, the Principal Component Analysis. PCA provides a
roadmap for how reduce a complex data-set to a lower dimension
Z'e0% d<3to reveal the sometimes hidden, simplified structure that often

underlie it. PCA is mathematically defined [12] as an orthogonal linear
transformation that transforms the data to a new coordinate system such that
the greatest variance by any projection of the data comes to lie on the first
coordinate (called the first principal component, PCA 1), the second greatest
variance on the second coordinate, and so on.
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Fig. 10. Anomaly Detection on Z (a) Anomaly caused by port scan detected in first

slot in Trace 6-P1, (b) Anomaly caused by the worm deviates the second mode out of
the threshold

The evaluation of the behavior of the Principal Component for the
transformed space Z™™' was observed by means of its estimated probability
density, with KDE (Kernel Density Estimation) using a 200 points-Gaussian
Kernel, and a bandwidth A=1.060n" . In Figure 9a shows that the densities
of the transformed spaces (i.e., Z™') of the benign traffic traces, present a
clear regularity in its form. This pattern of behavior changes drastically for
traces of anomalous traffic (Figure 9b and 9¢). This procedure was applied to
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slots i for a given r, now the transformed space is denoted as Z]. Densities of

Z; under normal conditions presents bimodality, the second mode is situated
on the left side of the main mode, at an average of -5 units. The average
variance of Z] is 3 units. The values of variance for Z], and Z are 0.74

and 0.32, respectively, and represent an anomaly with regard to the threshold
of 3 units. Thus, an intrusion (Figure 10a) is early detected in Trace 6-P1. In
the Figure 10b the three first slots with the attack cause that the second mode

displace to -9, -11 and -13, representing an anomaly with regard to the
threshold of -5.

6 Conclusions and Future Work

The generation of behavioral profiles based on entropy offers an effective
support for the Intrusion Detection Systems. The results of this study in a
campus network show that under the Blaster and Sasser worm attacks as well
as the port scanning, an IDS employing profiles generated by the Rate of
remnant elements or Three-Dimensional Spaces of Entropy methodologies can
provide a rapid response detecting deviations from an established baseline in
the early slots that the attack appears.

As a future work, we will investigate the effect on variation of the slot

duration ¢ ¢ smaller values of slot duration represent faster response times,

but also represent a smaller data set where to obtain representative traffic
features, finding the optimum value is an important objective design.
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Abstract. In this paper we focus on intrusion detection in Mobile Ad
Hoc Networks (MANETS), we propose a novel method for intrusion clas-
sification based on a Non-Negative Matrix Factorization (NMF) model.
Feature vectors derived from statistics collected in the rout ing tables of
the mobile nodes are used to form an input matrix for the NMF algo-
rithm, which creates a behavior profile by building a matrix W of basis.
Such matrix is later used to test unseen vectors. The distance between
the test vector and its reconstruction is compared to a threshold level
to obtain a decision about the existence of normal behavior. The re-
sults of the simulations show that the method might be suitable for its
deployment in MANETS.

1 Introduction

A Mobile Ad hoc Network (MANET) is a low-cost, rapid-deployment, self-
configuring network of mobile nodes (and associated hosts) connected by wireless
links. Nodes cooperate one another forwarding packets so that each node may
communicate beyond its wireless transmission range. They are free to move form-
ing an arbitrary topology, which changes rapidly and unpredictably. MANETSs
have captured increasing interest as they are suitable for emergency situations.

Security is required in many MANET applications, including military op-
erations and disaster relief. However, MANETS are vulnerable to a number of
attacks. At a communication level, an intruder can easily inject bogus packets
or eavesdrop on communication. At a network level. an intruder can easily at-
tempt a malicious router misdirection. MANETs vulnerabilities cannot always
be dealt with using techniques that were designed in the context of wired net-
works [1]. This is particularly the case for ad hoc routing: the routing problem
is magnified as soon as we no longer assume a trusted environment [2]. This is
because it is not easy to distinguish an ordinary change in the network topology
from a change caused by a collection of compromised nodes.

O G. Sidorov (Ed.)
Advances in Artificial Intelligence: Algorithms and Applications
Research in Computing Science 40, 2008, pp. 131-140
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Security mechanisms, such as authentication and encryption can be used as
the first line of defense against attacks in MANET. However, they still cannot
provide protection for attacks generated by a malicious inside node. Intrusion de-
tection mechanisms are necessary to detect this type of attacks. To mitigate the
problem, Intrusion Detection Systems (IDS), as a complementary mechanism, is
designed to protect the availability, confidentiality and integrity of critical net-
worked information systems. The goal of a IDS is to distinguish those nodes that
perform an attack, such nodes are known as intruders.

In recent years the problem of IDS for MANELts has been devoted an special
interest, there are a number of papers that have proposed different mechanisms
for IDS for MANET, such as [3-5].

In this paper, we focus on the problem of intrusion detection for MANETSs
in the network layer, we propose a IDS based on a Non-Negative Matrix Factor-
ization [6) model. Although NMF has been used previously in (7], for profiling
program and user behaviors for host-based IDS, it has not been applied yet in
MANETS. This work presents results that show that NMF could be applied in

MANETS.

2 Intrusion Detection

Intrusion detection is concerned with the timely discovery of any activity that
jeopardizes the integrity, availability or the confidentiality of an IT system. A
Misuse Intrusion Detection System (MIDS) annotates as an attack any known
pattern of abuse. MIDSs are very effective in detecting known attacks but are
usually bad at detecting novel attacks. An Anomaly IDS (AIDS) annotates as
an attack any activity that deviates from a profile of ordinary computer usage.
Unlike MIDSs, AIDSs are capable of detecting novel attacks. However, they fre-
quently tag ordinary computer usage as malicious, yielding a high false positive
detection rate.

Depending on the activity it observes, an IDS can be placed at either of
three points: a host, a network or an application. A host IDS usually audits the
functionality of the underlying operating system, but can also be set to watch
critical resources. An application IDS scrutinizes the behavior of an application.
It commonly is designed to raise an alarm any one time the application executes
a system call that does not belong to a pre-defined set of system calls, built by
some means, an object-code analysis. A network IDS analyzes network traffic in
order to detect mischievous activities within a computer network. A denial of
service attack resulting from flooding a network with packets can be pinpointed
only at this level.

An IDS should perform a number of tasks. In particular, it should [8]:

— identify the appearance of patterns of a known attack or of deviations from
normal computer usage:;

— identify flaws or vulnerabilities in the system configuration;

— audit the integrity of critical system or data files; and

highlight user violations of a security policy.
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Additionally, an ad hoc network IDS should (1]

= not add any extra weakness to the computer system under surveillance:
— consume little system resources; and

— run continuously in a transparent manner.

2.1 Building an Anomaly detection Model

This work is focused on obtaining profiles from statistics computed from the
routing tables of the nodes of the MANET. Attacks can be presented in a great
number of ways, for instance an intruder node can fake routing information and
all nodes that receive such information might be building their routing tables
with erroneous entries. Another way to create an attack is by dropping packets,
thus the rest of the nodes would not be updating their routing information as

expected in absence of intruders. In both type of attacks. connectivity among
the nodes would be affected according to the severit

y of the attack. In our study,
we implemented random packet dropping attack which is a pattern distortion
technique.

In order to build an anomaly detection model, statistics of the routing tables
when intruders are not present in the MANET are considered. Such statistics
are then properly formatted to generate data vectors to train a classifier.

Once the learning phase has been performed, the classifier is ready to be
used to test unseen vectors. The result of the classification is a decision about
if the observed vector corresponds or not to a normal behavior. If an abnormal

behavior is obtained, then it is considered that an intruder is affecting the routing
protocol.

3 The Proposed Method

The proposal is based on non-negative matrix factorization, which is a method
aimed to represent data using non-negativity constraints. The idea is the repre-
sentation of a given object using the addition of its parts, which are considered as
Positive contributions to the whole object. NMF has been applied to many fields,
including face recognition and text classification tasks [6]. Considering that in-

trusion activities in MANETS might affect audit data as positive contributions,
we propose the use of NMF for intrusion detection.

3.1 Non-negative Matrix Factorization

Given a database represented by a n x m matrix V, where each column is an
n-dimensional vector with positive data belonging to the original database (m
vectors), we can obtain an approximation of the whole database (V) by

Viu= (WH);, = Z:=l WiaHay (1)
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Where the dimensions of the matrix W and H are n x r and r x m, respec-
tively. Usually, r is chosen so that (n + m)r < nm. This results in a compressed
version of the original data matrix. Each column of matrix W contains a basis
vector while each column of H contains encoding coefficients needed to approx-
imate the corresponding column in V. The following iterative learning rules are
used to find the linear decomposition [6]:

Hap — Hap Zi(";p/(vH)ip)IVia (2)
Wiq «— Wiq zp(WM/("VH)iu)Haﬂ (3)
Wia +— Wia/ T; Wia (4)

The above unsupervised multiplicative learning rules are used iteratively to
update W and H. The initial values of W and H are fixed randomly. With
these iterative updates, the quality of the approximation of Equation 1 improves
monotonically with a guaranteed convergence to a locally optimal matrix fac-
torization [6).

3.2 IDS Based on Non-negative Matrix Factorization

IDS Based on NMF includes three steps: features selection, classifier training,
classifier test and decision, as it is shown in Figure 1.

NMF
————M— Classifier
Training
Training I
w Model
Basis
Normal I
NMF
— Test —1ntusive Classifier == Decision
Test
Thre!hold
Features
Velocity PCH PCR ..
1 25 20 | ...
20 70 90
0.1 0 0

Fig. 1. System Architecture.
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3.3 Features selection

Because we focus on routing attacks, we need to specify the trace data to be used
that will present evidence of normalcy or anomaly. We define a trace data as the
set of features aggregated into a single data set, which describes all changes in
routing tables for a single node. Routing tables have information to know the
next hop to reach a destination node and the number of hops for that route.
Due to the movement of the nodes, the routing t

ables are updated regularly.
These changes in the routing tables ¢

an be computed as features for a classi-
fier. Following the work described in intrusion detection of MANETs [3], and
based on our experiment results, we use features associated with routing caches
and topological movement of mobile nodes in order to characterize their nor-
mal changes. Figure 1 shows some fictional features for a node. All features are
detailed in Table 1 and the meaning of each feature is further e

xplained in the
Notes column.

Features| Explanation | Notes )
PCR 7 of changed routes Deleted and increased routing entries
PCH |% of changes in the sum of hops Average length of routes
PCB % of change of bad routes Broken routes
PCS 7 of change of stale routes Stale routes being removed
PCU % of change of updated routes | Routes updated via overhearing.

Table 1. Local features ad-hoc routing protocol

We use percentages as measurements because of the dynamic nature of mobile
networks (i.e., the number of nodes/routes is not fixed).

3.4 Classification Training

The data set for normal behavior represented by V' (which is the matrix transpose
of training data, see Figure 2) is approximately factorized into two matrices
Wiraining and H by the iterative updating rules given by Equations 2 - 4. Each
column of matrix Wi qining contains a basis vector, while each column of H
represents the coefficients needed to approximate the corresponding column in
V. Figure 2 shows that given a set of multivariate n-dimensional data vectors, the
vectors are placed in the columns of an n x m matrix V where m is the number
of examples in the data set. For instance, a column of matrix V contains a vector
data with the values of PCR, PCH, PCU, PCB, PCS and velocity at a given
time ¢, others columns of V' have the same features but taken at different times.
This matrix V is then approximately factorized in Wiraining and H.
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tal ¢« ¢ &+ ¢« 4 Xy . , Xyl - = - o
| x x L
Training ’ V |—%-- W -|x: H
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Fig. 2. NMF Classifier training.

3.5 Classification Test and decision

Equation 1 can be rewritten column by column as v & Wh where v and h are the
corresponding columns of V and H, respectively. Each vector v is approximated
by a linear combination of the columns of W, weighted by the components of h.
Based on this, it is found that given a column v of matrix Vi..+ and using the basis
Wiraining learned from normal training data set, we can find a representative
vector of encoding coefficients h by the update rule in Equation 2, see Figure 3.
We then reconstruct v as v’ = Wirqining X h.

t

Xl h

X —

W
— | Training

Fig. 3. NMF Classifier test.

The Euclidean distance given by Equation 5 between v and v’ is used to
calculate the similarity between these two vectors.

A =|| v =V ||*= norm(v - v') (5)

If the test data vector is normal, then it is expected that the test data vector
v will be very similar to its reconstructed version v’, and the resulting distance
between them will be very small. Therefore the testing vector is classified as
normal if

A<e (6)

where ¢ is defined as a threshold. Otherwise it is classified as intrusive, on
this property our intrusion classification model is based.
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4 Experimental Studies

In order to study how NMF classifier can be used to co
tion models for MANET routing,
experiments.

nstruct anomaly detec-
we have conducted the following simulation

4.1 Simulation Model

We chose one specific ad-hoc wireless protocol as the subject of our study, Ad-
hoc On-Demand Distance Vector (AODV) (9]. In the simulation. 50 mobile nodes
move in a 1000 X 1000 meter square region. We apply the random way-point
model to emulate node mobility patterns. The maximum pause time between
movements is 300 seconds, the minimal movement speed is 1 m/s, and the max-
imal movement speed is 20 m/s. 16 source-destination pairs are selected ran-
domly to generate Constant Bit Rate (CBR) traffic as the background traffic.
The transmission range is set to 250 meters. We simulate a routing disruption
attack, where the attacker node drops packets belonging to the routing protocol,
the attacker was randonmly chosen among 50 nodes. We run the simulation 3000
seconds in order to get normal data traces from all nodes. For each data trace,
we collect (PCR, PCH, PCU, PCB. PCS and velocity) feature values every 3
seconds after a warm-up time period of 300 seconds. The data at the last 100
seconds are discarded. Values are treated in a similar way presented in previ-
ous works, in our case all features except the velocity are discretized into five
uniformly distributed levels, ranging from 0 to 100% while velocity feature is
discretized into 10 levels. We split the data collected during the 3000 seconds
simulation into 2 parts, the first one corresponding to the first 2400 seconds will
be used as training data and the rest 600 seconds will be used as normal testing
data. Data collected from the routing tables of all nodes forms the training and
testing vectors, each training data trace has 800 items and each normal testing
data trace has 200 items. In this way, we get 50 x 800 = 40000 items for train-
ing data, and 50 x 200 = 10000 items for normal testing data. To get data of
intrusive behaviors, we let the simulation run 600 seconds. For each run, we let
the attack script start at time 100 seconds, and ends at time 300 seconds. We
get 50 x 200 = 10000 items for intrusive testing data.

4.2 Simulations results

For evaluation purposes of the detection performance of the proposed method.
we obtain Receiver Operating Claracteristic (ROC) curves. An ROC curve is
a parametric curve that is generated by varying the threshold of the intrusive
measure, which is a tunable parameter. The ROC curve can be used to determine
the performance of the system for different operating points. The ROC curve is
the plot of False Alarm Rate, calculated as the percentage of decisions in which
normal data are flagged as intrusive versus Missing Alarm Rate, calculated as
the percentage of intrusive behavior falsely classified as normal. Training data
and test data are used to tune the parameters of the classifier. The dimension r
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is typically much lower then either dimension of matrix V. We have trained the
model using different basis r from 2 to 5 in order to determine a suitable value
of r. See Figure 4, among the ROC curves depicted the best results are obtained
for r = 3. It is interesting to observe that NMF classifier has different operating
points and we can be positioned in any point of the curve depending on the
necessities. For comparison purposes we run the simulation with the same data
using RIPPER [10], which is a well known rule based classifier. For RIPPER
it is obtained a false alarm rate (1.67%) and the missing alarm rate (71.26%),
which for many cases is not acceptable. Besides, it is not possible to adjust the
sensibility of the detection for RIPPER. However, with the NMF method it is
possible to adjust the operating point following a trade-off between the false

alarm and missing alarm rates.

0 ; i
0’ 10’ 10’ 10
False alarm rate

Fig. 4. ROC performance curves comparing NMF using from r = 2 to r = 5 basis and
RIPPER

In our experiments, we performed for training 50 iterations (update rules) of
the NMF algorithm while for testing phase we only performed 10 iterations. The
reason for this reduction in the number of iterations in the test phase relies on
the fact that the NMF algorithm converges quickly for normal test data while it
does not converge if the test data is abnormal. Table 2 shows the training times
of the classifier in seconds for different sizes of the training data. Despite the code
for NMF was not optimized, it is observed that our model is faster compared to
the classifier using RIPPER. In more detail, our model can learn from different
size of normal training data in a short time even if the the amount of audit
data is quite large. We measured the time to process test data of the proposed
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method for several amounts of data, the results are listed in Table 3. From the
results it can be concluded that performance of the NMF based method is very

attractive for real time applications where actions for response must be taken as
soon as possible.

|Training .D@JEMF[RIPPERI

40000 7.0300] 364.4

20000 3.1040{ 309.88

10000 2.1330] 233.25
5000 11930 102.04
1000 0.9820 43.17
500 0.9310] 30.34

Table 2. Learning time(seconds) NMF vs. RIPPER

NMF would be suitable for sce
ited since the processin
if we want to update
which results in a red

narios where computational resources are lim-
g is very fast. Another advantage of using NMF is that

our model, we only need to update the matrix Wirqining,
uced computational cost,

Test Data Processing time

10000 5.7480
5000 2.4130
1000 0.4400
500 0.2400

Table 3. Testing time(seconds) using NMF for different size of testing data

5 Conclusion

The experiment results demonstrate that Non-Negative Matrix Factorization
might work on MANETSs. Normal behavior profiles of a routing protocol can
be established and used to detect anomalies. However. more research has to be
done to obtain operating points with both low false and missing alarm rates.
Thus, less error rates should be reached to meet the typical goals for a real
IDS. Tt is suggested that the preprocessing stage should be improved for bett.er
performance of the detection methods. On the other hand, the model (‘il}l easily
achieve real-time intrusion classification based on dimensionality reductlon. and
on a simple classifier. In the proposed method, NMF reduce the high dimensional
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data vectors and classifies in a low dimensional space with high efficiency and
low usage of svstem resources. The NMF algorithm does not seem sensible to
parameter selection, furthermore a small amount of data is sufficient to train the
classifier without reducing the performance. Updating the profiles can be easily
implemented in the NMF model, a number of iterations of the algorithm can be
used for updating purposes.

The low computational expense of the processing allows a real-time perfor-
mance of intrusion classification. Future work might involve research considering
more attack scenarios in MANETS, not only at the routing layer, but also at
other layers. More security-related features can be drawn after the analysis of
the threats. This could facilitate the construction of better detection models.
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